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Abstract. We consider the problem of maintaining a fixed number k of items observed over a data
stream, so as to optimize the maximum value over a fixed number n of recent observations. Unlike
previous approaches, we use the competitive analysis framework and compare the performance of
the online streaming algorithm against an optimal adversary that knows the entire sequence in
advance. We consider the problem of maximizing the aggregate max, i.e., the sum of the values of
the largest items in the algorithm’s memory over the entire sequence. For this problem, we prove
an asymptotically tight competitive ratio, achieved by a simple heuristic, called partition-greedy,
that performs stream updates efficiently and has almost optimal performance. In contrast, we prove
that the problem of maximizing, for every time t, the value maintained by the online algorithm in
memory, is considerably harder: in particular, we show a tight competitive ratio that depends on the
maximum value of the stream. We further prove negative results for the closely related problem of
maintaining the aggregate minimum and for the generalized version of the aggregate max problem
in which every item comes with an individual window.

1 Introduction

In streaming applications, a sequence or stream of items arrives online to be processed by an algorithm
with memory much smaller than the length of the sequence or the cardinality of the universe of possible
items. The objective of the algorithm is to maintain some statistical information about the stream. For
many statistical properties, only some recent part—called window—of the stream is important. A typical
assumption is that the window of interest has fixed size n. In many cases of practical interest the window
size is much larger than the available memory size. This is the sliding window streaming model [12, 23].

A typical application in the sliding window streaming model is the following: A sensor measures con-
tinuously the temperature and maintains the maximum temperature of the last hour. It should be clear
that with limited memory, it is not possible for the sensor to know at every time step the maximum
temperature of the past hour. The question is “how well can this task be done with limited memory?”
This is the main question that we address in this work. We naturally treat this as an online problem and
we use competitive analysis [6].

Our main focus is on a simple online problem defined by two parameters: n, the window size, and k, the
memory size of the algorithm. An online algorithm with memory of size k processes a sequence of positive
items with values a1, a2, . . .. At every time t, the algorithm maintains in each of its k memory slots an item
from the recent window {at−n+1, . . . , at} of length n (for simplicity, we assume that the stream extends
to negative times with at = 0 for t ≤ 0). The objective at every time t is to maximize the maximum value
of the items in memory. More precisely, if gt denotes the maximum value of the items in memory at time
t, the objective of the algorithm is to maximize

∑

t gt. We call this the online aggregate max problem and
study it using competitive analysis.

This kind of sliding window streaming problems have been addressed before in the literature on stream-
ing algorithms. In fact, much more general questions have been answered with spectacular success. For
example, the paper by Datar, Gionis, Indyk, and Motwani [12] showed how to extend the pioneering pa-
per of Alon, Matias, and Szegedy [2] to estimate many statistics on sliding windows; these results were
improved and extended in many directions (for example, in [7]). The difference between this body of work
and our work lies mainly in the approach: we use competitive analysis to study the performance of an
algorithm. To do this, we consider online algorithms with memory of fixed size k (in which each mem-
ory position can hold one item) and then ask how good its competitive ratio can be, whereas previous
approaches impose a bound on the accuracy, described by a parameter ǫ, and then try to minimize the
amount of memory necessary to guarantee (worst case or with high probability) the desired accuracy.

We summarize the main differences of our approach with the approaches in the existing literature: We
consider mainly the aggregate value of the maximum value in memory (although we also give tight bounds
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for the worst case). This is a weaker objective than requiring the maximum value in memory to be always

within a fraction ǫ from the optimal. The aggregate objective is more appropriate for economic applications
in which we care about the total value, rather than the worst case. We measure memory in slots not bits;
each slot can keep exactly one item. This assumption is more realistic in practical settings where the items
carry large satellite information. We fix the memory size to some constant k and we prefer the competitive
ratio to depend mainly on k, not the window length n. As it is usually the case with competitive analysis
our focus is on the information-theoretic constraints rather than the computational complexity constraints;
in particular, we don’t pay much attention to the execution time of the online algorithms, although all
our algorithms are very efficient. As a result, the techniques of competitive analysis seem to be more
appropriate to address the kind of questions we are interested in than those usually adopted in streaming
algorithms, which often rely on embeddings (e.g., [2]).

Our results are not directly comparable to the existing results on streaming algorithms. To make this
point clear, consider the results in [10] where they study streaming algorithms that estimate the diameter
of a set of points. Their result for the 1-dimensional case (which resembles a lot our question about max) is
roughly as follows: There is an efficient ǫ-approximation algorithm with memory that stores of O( 1

ǫ log M)
points, where M is the maximum diameter. Our result is that for every k, there is a competitive algorithm
of memory size of k slots with approximation ratio 1 + O(1/k). There is no direct translation of one
result to the other, mainly because one is a worst-case result while the other is an aggregate result. The
competitive ratio implied by the above result in [10] is O( log M

k ), which is very high compared to our result
(and depends on the values of the stream).

Our contributions. We study the online aggregate max problem and give tight results on its competitive
ratio: We show that the competitive ratio of online algorithms with memory size k is surprisingly low:
1+Θ(1/k). The constants inside our lower and upper bounds inside the Θ expression are quite different. In
particular, for upper bound, we give an intuitive deterministic online algorithm (which we call partition-
greedy), and show that it has competitive ratio k/(k−1). The lower bound is technically more interesting:
We show that every randomized online algorithm has competitive ratio 1 + Ω( 1

66k ). These bounds hold in
the strongest possible sense: the upper bound holds even against offline algorithms with unlimited memory,
whereas the lower bound holds for offline algorithms with memory k.

We also study from a competitive point of view the anytime max problem in the sense that the com-
petitive ratio is the worst-case ratio over all times t of the optimal value at time t over the maximum
value of the online algorithms memory at time t. Naturally, this tighter objective results in much higher
competitive ratio which is not independent of the values of the stream. We show a tight bound on the
competitive ratio which is k+1

√
M , where M is the maximum value in the stream.

We also explore natural extensions of the online aggregate max problem. An interesting extension
comes from viewing the items of the stream as expiring after exactly n steps. We ask the question what
happens when each item has its own expiration time (selected by an adversary and revealed to the online
algorithm together with its value). We show that in this case the competitive ratio is unbounded. We also
explore the competitive ratio for the aggregate min problem and show that it is completely different than
the aggregate max objective because its competitive ratio is unbounded.

Related work. We summarize here some relevant publications.

In [12], the authors introduce the sliding window model for streaming. They also prove that maintaining
the maximum/minimum over a size n sliding window requires at least n log(M/n), where M is the size of
the universe, i.e., the set of all possible values for items in the stream.

In [16] the authors consider the problem of estimating the diameter of a set of points in the windowed
streaming model. The authors address mainly the 2-dimensional case. This is a generalization of the
problem of maintaining the maximum. The authors propose streaming algorithms that use polylogarithmic
space with respect to the window size and the diameter.

The result above was improved in [10]. In particular, for the 1-dimensional case, the authors provide
an algorithm that maintains the diameter of a set of points with ǫ-approximation storing in its memory
O( 1

ǫ log M) points, M being the ratio between the diameter and the minimum distance between any non-
coincident pair of points. Notice that the memory in the above expression is measured in number of points
not number of bits, the same with this work.

In [7], the authors recast these results in a more general framework, proving among others that for
a large class of “smooth” functions, including sum, distance, maximum, and minimum, it is possible to
maintain polylogarithmic space sketches that allow to estimate their value within a sliding window with
ǫ-approximation.



Table 1. Notation

Symbol Meaning

aj The j-th item observed in the stream
n Window size
k Max. no. items kept by algorithm
M Maximum item value
gt Max. value in algorithm’s memory at t
mt Max. value in algorithm’s memory at t

r(k, n) Competitive ratio

2 Model and notation

Windowed streaming. We consider a streaming model in which the algorithm observes a sequence
{a1, a2, . . .} of items over time, at being the item observed during the t-th time step. In practical settings,
every item is a record consisting of several possible fields, including a distinguished value field. In the sequel
we assume without loss of generality that the value field of aj belongs to the (integer) interval [1,M ] for
some M > 1 and we denote by aj both the j-th item and its value. We assume that, at every time t, we are
only interested in maintaining statistics over the (values of the) last n observations, i.e., over the window
of items observed in the interval {t−n+1, . . . , t}. For simplicity when t < n, we assume that the sequence
extends to negative times with value 0. In the sequel, gt denotes the item of maximum value maintained
by the algorithm at time t and mt denotes the maximum value in the window at time t.

Since we study the problems using competitive analysis, we are not only interested in the maximum
value mt of the window at time t, but also in the maximum value m̂t which is stored in the memory of an
offline algorithm; the offline algorithm has the same memory restrictions with the online algorithm, but
it knows the future. In the definition of the competitive ratio, we should use m̂t. However, we study both
ratios (against mt and m̂t) and we show that the competitive ratio is essentially the same. We use mt to
denote both values.

In the literature of streaming algorithms, a streaming algorithm is always compared against the absolute
optimum (such as mt). It may be useful for other problems to adopt the competitive point of view and
judge an algorithm against the value (such as m̂t) of an offline algorithm with the same limitations on its
resources.

Memory space. We are interested in maintaining the items themselves, which can in general be complex
data structures, not just their values. As a result, the required memory space is measured in units, each
unit being the amount of memory necessary to exactly store an item. We assume that the algorithm
maintains, at any time t, at most k items among those observed in {t − n + 1, . . . , t} (where, typically,
k << n). Table 1 summarizes the notation we use.

Objective functions. While approximating the maximum value over a sliding window can be done using
polylogarithmic space [7], the basic task of maintaining the maximum value exactly is not feasible, unless
one stores a number of elements in the order of n and this result also holds for randomized algorithms
[12]. We consider the following objective functions, that measure how far we are from achieving this goal,
both at every point in time and in the average over the entire sequence.

Aggregate max: Maximize
∑

t gt, i.e., the average value of the largest item maintained by the algorithm.

Anytime max: For every t, maximize gt, i.e., maximize the value of the largest item in the algorithm’s
memory at time t. As shown further, this function is harder to maintain for every t.

Competitive analysis. We compare the performance of the algorithm against the optimal algorithm
that knows the entire sequence in advance [6]. Hence, in this case we define the competitive ratio r(k, n)
as:

r(k, n) = max
a∈S

∑

t gt(a)
∑

t m̂t(a)
,

where S is the set of possible input sequences and gt(a) (respectively, m̂t(a)) is the online algorithm’s
(respectively the offline algorithm’s) maximum value at time t when input sequence a is observed. We also
study the maximum value mt(a) = max{at−n+1, . . . , at} of the last n values instead of m̂t. In the sequel
we drop the name of the sequence a to simplify the notation.

We note that our definition of the competitive ratio does not have an additive constant [6]. It is a
simple observation that such an additive constant cannot play any role in this type of problems: the reason



is that we can repeat a sequence many times (probably by appropriate scaling) to make the effects of an
additive constant insignificant.

3 Competitive analysis of the online aggregate max problem

In this section we study the online aggregate max problem. We first prove a 1 + Ω( 1
k ) lower bound on

the competitive ratio of any randomized on line algorithm and then we prove an asymptotically tight
deterministic upper bound for the partition-greedy algorithm.

3.1 Randomized lower bound

Theorem 1. Every randomized online algorithm for the aggregate max problem with memory k has com-

petitive ratio 1 + Ω(1/k).

Proof. The proof is based on Yao’s Lemma [6]: We fix a probability distribution on inputs and compute
the ratio of the gain of the optimal online algorithm (which knows the distribution but not the outcome
of the random experiment) against the optimal algorithm (which knows the exact input).

We select a simple probability distribution of inputs: The input consists of two parts: the first part of
n items has values f(t), t = 0, . . . , n − 1, where f is a decreasing function (to be determined later); the
second part of the input consists of x items of value 0, where x is random value uniformly distributed in
1, . . . , n. Thus the online algorithm knows everything, except of when the input sequence stops. For the
above sequence, we compute the gain of the optimal online algorithm–which is the hard part—and we
lower bound the gain of the optimal offline algorithm to get the desired ratio.

We can assume that the above sequence repeats arbitrarily many times (with independent values x
each time) so that we can ignore additive constants in the definition of the competitive ratio.

Essentially, the online algorithm has only to decide which items to keep in memory from the first part
of the sequence. To simplify the situation, we assume that the online gain during the first n steps is exactly
n · f(0); this is an overestimate when the online algorithm drops the value f(0) at some point, but we are
fine since we care to bound its cost from above. With this assumption, an online algorithm is determined
completely by the values f(t1),. . . ,f(tk) which has in its memory at the end of the first part. To compute
the expected online gain we define t0 = 0, tk+1 = n, and

h(t) =















f(t1) t0 ≤ t ≤ t1
...

f(tk+1) tk ≤ t ≤ tk+1.

To simplify the presentation, we treat f and h as real functions. Also, by scaling appropriately the time
(by a factor 1/n) and the values (by a factor 1/f(0)), we assume that n = 1, f(0) = 1 and that the values
ti are real numbers in [0, 1] with t0 = 0 and tk+1 = 1 (see Figure 1). The effects of these assumptions
can be safely ignored for large n and k. The function h approximates from below the function f in k + 2
points; the situation resembles the Gaussian-Legendre quadrature for approximating integrals, but with a
different objective.

f(t0)

t0

f(t1)

t1

f(tk)

tk

f(tk+1)
tk+1

Fig. 1. The lower bound construction. The stream values follow the bold descending line. The descending staircase
line shows the maximum value in the memory of the online algorithm. The area below the staircase is the online
gain until some random point of the right part.



When the input sequence ends at time 1 + x, the online gain is 1 +
∫ x

0
h(t) dt. Therefore the expected

online gain is given by

E[g] = 1 +

∫ 1

0

h(t)(1 − t) dt = 1 +

∫ 1

0

h(t)d(1 − (1 − t)2) = 1 +

∫ 1

0

h(1 −
√

1 − r)dr.

The change in the variable suggests to consider ri = 1 − (1 − ti)
2 (and consequently ti = 1 −

√
1 − ri).

Notice that r0 = 0 and rk+1 = 1. The expected online gain then is

E[g] = 1 +

k
∑

i=0

∫ ri+1

ri

f(tt+1)dr = 1 +

k
∑

i=0

(ri+1 − ri)f(ti+1).

We now want to select an appropriate f which simplifies the computations. In fact, it is very possible that
many choices of the function f result in a similar lower bound—or even with a better coefficient of 1/k
in the competitive ratio—and in particular linear functions such as f(t) = 1 − t/2, but computing the
optimal online gain appears to be very complicated. The difficulty lies in finding the optimum values for
ti. We however choose

f(t) =
1

2
+

1

2
(1 − t)2.

With this choice, we get that fi = 1 − ri/2, and the expected online cost is

E[g] = 1 +

k
∑

i=0

(ri+1 − ri)(1 − ri+1

2
) = 1 +

1

2

(

3

4
− 1

4

k
∑

i=0

(ri+1 − ri)
2

)

=
11

8
− 1

8

k
∑

i=0

(ri+1 − ri)
2.

It is now very easy to select t′is (or equivalently ri’s) to maximize the above expression: Since
∑k

i=0(ri+1−
ri) = rk+1 − r0 = 1, the optimal online algorithm for this particular f should select ri+1 − ri = 1/(k + 1),
or equivalently ri = i/(k + 1). With this choice, the expected online cost is

E[g] =
11

8
− 1

8

k
∑

i=0

1

(k + 1)2
=

11

8
− 1

8(k + 1)
.

We now turn our attention to the offline algorithm. The advantage of this algorithm over the online
algorithm is that it knows x; therefore it keeps in memory only items in [0, x] (as compared to the online
algorithm which keeps in memory items in [0, 1] but the items after x are useless). We do not need to
compute the optimal offline algorithm, it suffices to compute some lower bound3. We consider the offline
(suboptimal) algorithm which keeps in memory the equidistant values t′i = i

k−1 ·x. For a given x, the gain
of this algorithm is

1 +

k−1
∑

i=1

(t′i − t′i−1)f(t′i) = 1 +

k−1
∑

i=1

x

k − 1

(

1

2
+

1

2

(

1 − i

k − 1
· x
)2
)

.

For uniformly distributed x in [0, 1], we get that the expected offline gain is

1 +

k−1
∑

i=1

∫ 1

0

x

k − 1

(

1

2
+

1

2

(

1 − i

k − 1
· x
)2
)

dx =
11

8
− 1

48

5k − 6

(k − 1)2
.

Dividing it by the expected online cost 11
8 − 1

8(k+1) , we get the ratio

1 +
1

66k
+ O(

1

k2
),

which proves the theorem.

3 It is not hard to compute that even with arbitrarily large memory the expected optimal gain is 1 +
R

1

0
f(t)(1 −

t)dt = 11/8 which also gives the same lower bound, although with an improved coefficient of 1/k in the compet-
itive ratio.



PartitionGreedy(n, k)

1: t = 1

2: while Stream not finished {a is current item} do

3: for j: 0...k - 1 do

4: B[j].time = B[j].time + 1 {Window shifts 1 slot to the right}
5: end for

6: i = ⌈tk/n⌉ {Compute part to which t belongs}
7: if B[i].time > n OR B[i].val ≤ a.val then

8: B[i] = a

9: end if

10: t = t + 1

11: end while

Fig. 2. Partition greedy algorithm. For an item a, a.val and a.time repsectively denote the value of a and
the time units elapsed since a was observed.

3.2 Deterministic upper bound

In this subsection we give (almost) tight bounds on the competitive ratio for large k. We will prove the result
in the strongest possible sense: We will show that the deterministic competitive ratio is r(k, n) = 1+O(1/k).

We analyze a very natural algorithm which we call partition-greedy: We partition the sequence into
parts of size n/k. Part s starts at time (s − 1)n/k + 1 and ends at time sn/k. For every part s of the
sequence, a particular slot of memory is active, the memory slot i = 1 + (s (mod k)). For each part of
the sequence, the active slot of the memory accepts the first item. In every other respect, the active slot
in each part is updated greedily: the algorithm updates the slot value whenever an item of larger (or the
same) value appears. Clearly, the partition-greedy algorithm can be implemented very efficiently (using
two counters to keep track of the current active slot of memory and the number of items seen in each
part).

Theorem 2. The partition-greedy algorithm has competitive ratio k/(k − 1).

Proof. Let mt denote the maximum value in {at−n+1, . . . , at and let gt denote the maximum value in the
online algorithm memory at time t. Let also Pt denote the values in the part of size n/k in which t belongs.
If the value mt appeared in the last k − 1 parts (i.e., in parts Pt−(k−1)n/k, . . . , Pt), it must be still in the
online memory. Therefore, when gt < mt, it must be the case that the value mt appeared in part Pt−n and
it was dropped in the current part Pt. Roughly speaking, in a decreasing sequence the online algorithm
maintains the maximum value in memory for k − 1 parts, which gives the competitive ratio. However, we
need to be more careful as the sequence of values may not be decreasing. To do this, we “charge” k − 1
online values gt, gt−n/k, . . . , gt−n(k−1)/k to the optimal value mt, as follows: We first observe that the above
implies

either gt = mt,
or gt−n/k ≥ mt and · · · and gt−n(k−1)/k ≥ mt

.

To simplify the presentation, we may use negative indices and we assume that both mt and gt are 0 for
negative t. Since the above condition compares only values that differ by multiples of n/k (which we can
assume to be an integer), we will use the notation g′t = g⌊tk/n⌋+t (mod n/k), so that the above condition
becomes

either g′t = m′
t,

or g′t−1 ≥ m′
t and · · · and g′t−(k−1) ≥ m′

t
.

To prove the theorem, it suffices to show that k
∑

t g′t ≥ (k − 1)
∑

t m′
t, and this is what we will do.

We first show the following claim: For every t and every r = 0, . . . , k − 1, there is an index ℓ(t, r) ∈
{t − r, . . . , t} such that

−g′ℓ(t,r) +
t
∑

i=t−r

g′t−i ≥
t
∑

i=t−r+1

m′
t−i. (1)

In words, for r consecutive optimal values there are equal values in r + 1 consecutive online values (and
ℓ(t, r) denotes the unmatched online value). The proof of the claim is by induction on r: For r = 0 the
claim is trivial by taking ℓ(t, r) = t. For the induction step,

– either g′t ≥ m′
t, in which case we take ℓ(t, r) = ℓ(t − 1, r − 1); i.e., we match g′t to m′

t and leave the
same element ℓ(t − 1,m − 1) unmatched.



– or g′t < m′
t, in which case we take ℓ(t, r) = t; i.e., we match g′t to the unmatched element ℓ(t− 1, r− 1)

and leave t unmatched. For this, notice that ℓ(t−1, r−1) ≥ t− (k−1) and therefore g′ℓ(t−1,r−1) = m′
t.

¿From (1), by dropping the term involving the missing element, we get

t
∑

i=t−r

g′t−i ≥
t
∑

i=t−r+1

m′
t−i, (2)

for every r = 0, . . . , k − 1.
By summing up the above inequalities for every t and for r = k− 1, we get that the left side is approx-

imately k
∑T

t=0 g′t and the right hand side is approximately (k − 1)
∑T

t=1 mt, which would immediately
prove the upper bound. There is a slight complication, in that the last values in the above sums appear
fewer than k and k−1 times respectively; for example, g′T and m′

T appears only once. To take care of this,
we also add the inequalities (2) for t = T and for every r = 0, . . . , k− 2. In detail, we sum up the following
inequalities (2)

T
∑

t=0

t
∑

i=t−(k−1)

g′t−i +

k−2
∑

r=0

t
∑

i=T−r

g′T−i ≤
T
∑

t=0

t
∑

i=t−(k−2)

m′
t−i +

k−2
∑

r=0

t
∑

i=T−r+1

m′
T−i,

which simplifies to the desired inequality

k

T
∑

t=0

g′t ≥ (k − 1)

T
∑

t=0

m′
t.

It is easy to give an example where the partition-greedy has competitive ratio k/(k− 1): The sequence
has length n(k + 1)/k (equal to k + 1 parts) and it consists entirely of 0’s, except of the value at end of
the first part which has value 1, i.e. an/k−1 = 1. The online algorithm retains this value in memory for
k − 1 parts, while he optimal algorithm retains it for k parts.

4 Generalizations and other variants of the problem

In this section we investigate generalizations and variants of the problem.

4.1 Items with different expiration times

A natural generalization of the aggregate max problem is when each item has its own expiration time.
In this generalization the input is a sequence (a1, n1), . . . , (an, nn), where ni is the time after which ai

expires. The online algorithm must decide for each item whether to keep it in memory or not. Again the
restriction is that only k items can be kept in memory at any time and that an expired item has no value
(or equivalently, that item i cannot be kept in memory for more than ni steps). In the previous sections
we have considered the special case ni = n. We will show that no online algorithm can have bounded
competitive ratio for this problem.

Theorem 3. The deterministic aggregate max problem with variable expiration times has unbounded com-

petitive ratio.

Proof. The adversary gives k + 1 different types of items: items of type i, i = 1, . . . , k + 1, have value vi

and duration Ti; the two sequences v1, v2, . . . , vk+1 and vk+1Tk+1, vkTk, . . . , v1T1 are steeply increasing.
The items of every type are repeated periodically so that most of the time there is exactly one alive (not
expired) item of each type. However, when the online algorithm rejects some item of type j ∈ {1, . . . , k}
to accept an item of type k + 1, the adversary stops giving more items of types j + 1, . . . , k + 1 until the
item of type j expires; the adversary resumes giving all types of tasks once the item of type j expires.

The online algorithm faces the following dilemma: To optimize the long-term gain, it should keep the
items of the first k types in memory and reject the items of type k + 1; this is so because the values of
the items are such that viTi is a steeply decreasing sequence. On the other hand, to optimize the short-
term gain, the items of type k + 1 must be kept because their value is much higher than the value of
the rest. We show that there is no good way to resolve this dilemma. To do this, we show by induction
on i that an online algorithm with bounded competitive ratio cannot reject an item of type i ≤ k. But



then, the competitive ratio against an offline algorithm which keeps the items of type k + 1 is at least
vk+1/(v1 + · · · + vk); this ratio can be also unbounded.

We first show only the basis of the induction for i = 1, i.e., that an online algorithm with bounded
competitive ratio has to keep the items of type i = 1 in memory. Suppose that at some time t the online
algorithm accepts the item of type k + 1 by rejecting an item of type 1. Then no new items arrive until
the expiration of the item of type 1. The online gain is at most t(v1 + . . . + vk) + (v2T2 + · · ·+ vk+1Tk+1),
while the optimal gain is at least max(v1T1, tvk+1) ≥ (v1T1 + tvk+1)/2. If we select values with v1T1 ≥
λ(v2T2 + · · ·+ vk+1Tk+1) and vk+1 ≥ λ(v1 + . . . + vk) for some positive parameter λ, then the competitive
ratio is at least λ, which can be arbitrarily high.

For the induction step, we focus only on online and offline algorithms that always keep all items of
type l < i in memory. Since the values v1, . . . , vi−1 are much smaller than the values of higher-type items,
they have small effect on the competitive ratio and we can essentially repeat the above argument of the
basis case.

4.2 The aggregate min problem

We show that when we change our objective from keeping the maximum value to keeping the minimum
value, the problem is transformed completely. In particular, we show that the competitive ratio is un-
bounded for the aggregate min case.

Proposition 1. The aggregate min problem has unbounded competitive ratio.

Proof. Fix some online algorithm. The adversary gives a steeply increasing sequence a1, a2, . . .. Let at (for
some t ≤ k+1) be the first item that is not kept by the online algorithm. The adversary ends the sequence
at time t + n − 1. The main point is that at time t + n − 1 the online algorithm has in its memory only
items that appeared after time t + 1, whereas the offline algorithm can have the item at which has much
smaller value. More precisely, the total online cost is at least na1 + a2 + . . . + at−1 + at+1, while the cost
of an offline algorithm who keeps at (by replacing at−1, if it is needed) is na1 + a2 + . . . + at−2 + 2at

4. By
selecting at+1 to be much higher than na1 + a2 + . . .+ at−2 +2at, we get an unbounded competitive ratio.

4.3 The anytime max ratio

In this section we address the question of approximating at any time t the maximum value of the current
window. In the aggregate max problem, the objective is to optimize the sum of the maximum value whereas
here it is to optimize the maximum. That is, we are interested in minimizing

max
a

max
t

gt

mt
.

We show that the competitive ratio in this case cannot be independent of the values. More precisely,
we show that the competitive ratio is O( k+1

√
M), where M is the maximum value in the stream. A similar

result has been shown also in [10] where they give an 1+ǫ-approximation algorithm with memory 1
ǫ log M .

Although the results are essentially the same, this seems to be a cleaner (and simpler) problem when we
cast it in the framework of competitive analysis.

Proposition 2. The competitive ratio maxa maxt
gt

mt

is

O(
k+1
√

M),

where M is the maximum value in the stream.

Proof. To show the lower bound, consider a geometrically decreasing sequence with aj = Mαj−1, where
α = M1/n. Let t + 1 be the first time that the online algorithm does not accept an item. In all previous
times, the online algorithm accepts the current item by possibly replacing previously kept items. From then
on, the adversary gives items with value 1. This means in particular that at time t+n the online algorithm
has only items with value 1 in its memory, while the offline algorithm could have kept at+1 = M/αt. This
gives a lower bound M/αt for the online algorithm.

To obtain a different lower bound, observe that at time t + 1 there are at most k items in the online
memory. This means that there is a sequence of t/k consecutive items ai, . . . , ai+t/k−1 none of which is in

4 This expressions hold for t > 1. The case t = 1 is similar.



the online memory. Then at time i + n − 1, the maximum item in the online memory is the item ai+t/k,

while an offline algorithm could have the item ai. This gives a lower bound on the competitive ratio αt/k.
In summary, the competitive ratio is at least

max{M/αt, αt/k},

which is at least M1/(k+1) when α = M1/n.
This result is tight: we show that a simple, deterministic, bucket-based algorithm can achieve the

same approximation ratio. The algorithm arranges the interval [1, . . . ,M ] of possible values into k buckets

as follows: for i = 1, . . . , k, bucket i contains all values in the interval [( k
√

M)i−1, ( k
√

M)i). The algorithm
maintains a list of representatives, one for every bucket. Clearly, the competitive ratio cannot be more than
M1/k. When the maximum value M is not known in advance, the online algorithm starts by assuming
M = k; whenever a value higher than the current M appears, the online algorithm accepts it (in its top
bucket) and updates M . The competitive ratio is not affected.

5 Conclusions and open problems

In this paper we considered windowed streaming problems from a competitive analysis perspective. We
proved (positive and negative) results for several problems, revolving around or extending the central
problem of maintaining the maximum value observed over the last n observations, while obeying stringent
memory constraints, consistent with realistic streaming applications.

Many interesting open questions remain. First, there is the problem of tightening the results of Theo-
rems 1 and 2, especially for the case of constant k and in particular for k = 1. Also, an interesting direction
is to study other statistical questions using the competitive framework we considered in this work. One
such question, which is directly relevant to this work, is to maintain some aggregate of the r largest values
observed in the window, for some r ≤ k. Another direction is to consider the order statistics of the items,
rather than their actual value. This is useful in settings where we are interested in maintaining a subset of
elements that are some of the largest ones in the current window. In this case, the quality of the solution
depends on how far the ranks of the top items maintained by the algorithm are from the actual top items in
each window of interest. Performance indices for this kind of questions are known in information retrieval
and data mining. Analyzing them in a competitive scenario is a challenging task.

Finally an interesting framework to study this type of problems is to assume that the items appearing
in the stream are chosen by an adversary, but then presented to the algorithm in a random permutation.
This assumption is common in a related, important problem in decision theory, namely the secretary

problem [17]. Variants of the secretary problem are to maximize the probability to select the top r items
[20] or to minimize the expected sum of the ranks of the selected items [1]. The question is how to address
these problems in a sliding window setting.
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