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1 Introduction

For the Semantic Grid vision [13] to become a reality, high quality of service
must be offered to users and applications at all levels of the Grid fabric. In
this position paper, we concentrate on high quality of service in the provision of
resource discovery services in Semantic Grids. Resource discovery is an important
problem in Grids in general, and Semantic Grids in particular. We discuss how
to achieve high-performance, scalability, resilience to failures, robustness and
adaptivity in the provision of resource discovery services in Semantic Grids, and
especially in OntoKit, the Semantic Grid toolkit currently under development
in project OntoGrid [22].

OntoGrid (http://www.ontogrid.net) is a Semantic Grid project funded
by the Grid Technologies unit of the European Commission under the strategic
objective “Grid-based systems for Complex Problem Solving” of the Information
Society Technologies programme of FP6.

Our basic assumption in this paper is that Semantic Grid resources (e.g., ma-
chines, services or ontologies) will be annotated by RDF(S) metadata. Metadata
pervades the Semantic Grid and is used to describe Grid resources, the envi-
ronment, provenance and trust information etc. [13]. The Resource Description
Framework (RDF) and RDF Schema (RDFS) are frameworks for representing in-
formation about Web resources. RDF(S) consists of W3C recommendations that
enable the encoding, exchange and reuse of structured metadata, providing the
means for publishing both human-readable and machine-processable informa-
tion and vocabularies for semantically describing things on the Web. Although
RDF(S) was originally proposed in the context of the Semantic Web, it is also
a very natural framework for representing information about Grid resources.
As a result, it is used heavily in various Semantic Grid projects e.g., myGrid
(http://www.mygrid.org.uk) or OntoGrid.
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We propose to view resource discovery in Semantic Grids as distributed RDF
query answering on top of a P2P network of Grid resource providers and re-
questers.

Our proposal goes beyond well-known Grid information services such as
MDS4 of GT4 in two significant ways:

– We offer service providers and service requesters expressive semantics-based
data models and query languages (i.e., RDF(S) and RQL instead of XML
and XPath).

– We implement resource discovery using techniques from P2P systems and
achieve full distribution, high-performance, scalability, resilience to failures,
robustness and adaptivity. Notice that MDS4 implementations are central-
ized or hierarchical and will never achieve the performance and scalability
typically associated with P2P networks.

In the context of OntoGrid, our proposal is realized with the implementation
of Atlas, a P2P system for the distributed storage and querying of RDF(S)
metadata describing Semantic Grid resources e.g., ontologies or services.

The rest of the paper is organized as follows. Section 2 briefly discusses related
work at the crossroads of Grid and P2P computing research. Section 3 gives a
short description of Atlas. Section 4 shows how to use Atlas for service discovery
in OntoKit. Finally, Section 5 concludes the paper.

2 Related Work

Our research can be understood to lie at the intersection of P2P and Grid com-
puting. Although these computing paradigms have different origins and have
been developed largely independently, there has been a lot of interesting work
lately at the crossroads of these paradigms [12, 28, 10].

Previous papers that explore connections among Grids and P2P networks
can be distinguished in the following categories:

1. General papers that discuss the similarities and differences of P2P and Grid
systems pointing out important areas where more work is needed [12, 28, 10].

2. Papers where ideas from P2P computing are used in Grid systems. Here, we
can further differentiate as follows:
(a) Works where Grid computing problems are given as a primary motiva-

tion, but the contributions are essentially in the P2P domain and can
also be applied elsewhere. For example, [3, 21, 6] consider attribute-value
data models that can be used to describe Grid resources (e.g., by speci-
fying the CPU power, disk space capacity, operating system and location
of a computer) and show how to evaluate queries in these models on top
of DHTs (e.g., I am looking for an idle PC that runs Linux and has CPU
≥ 3GHz).

(b) Works where P2P techniques are used to improve functionality in exist-
ing Grid systems e.g., resource discovery [17, 18, 16] and replica location
management in Globus [7] or flocking in Condor [5].
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Fig. 1. Atlas and the metadata service

(c) Service-oriented application development frameworks that enhance ex-
isting frameworks for Web or Grid service computing [1, 14] with P2P
protocols.

3. Papers where ideas from Grid computing are used in P2P systems. For ex-
ample, [9] shows how to implement a P2P data integration framework using
OGSA-DAI [2].

Our work should be classified in categories 2(b) and 2(c) above. Work with
goals similar to ours that uses description logics instead of RDF(S) is reported
in [15].

3 A Short Description of Atlas

In Atlas, we use state of the art distributed hash table (DHT) technology [4]
to implement a distributed system that will be able to scale to hundreds of
thousands of nodes and to large amounts of RDF(S) data and queries.

Nodes in an Atlas network are organized under the Bamboo DHT protocol
[26]. Nodes can enter RDF(S) data into the network and pose RQL queries.
Two kinds of querying functionality are supported by Atlas: one-time querying
and publish/subscribe. Each time a node poses a one-time query, the network
nodes cooperate to find RDF(S) data that form the answer to the query. In the



publish/subscribe scenario, a node can subscribe with a continuous query. A
continuous query is indexed somewhere in the network and each time matching
RDF(S) data is published, nodes cooperate to notify the subscriber.

The current implementation of Atlas supports a subset of the query language
RQL [20]. The query processing algorithm we use for one-time queries is based on
the algorithms proposed in [8] where they were originally used for a smaller class
of queries based on triple patterns [8]. Publish/subscribe scenarios in Atlas are
handled using the algorithms in [23]. Atlas also supports the recently proposed
RDF update language RUL for inserting, deleting and updating RDF metadata
[25].

Atlas is used in OntoKit for realizing a fully distributed metadata service. A
high level view of Atlas and the metadata service of OntoKit is shown in Figure
1.

The implementation of Atlas was started at the Technical University of
Crete and is currently continued at the National and Kapodistrian University of
Athens. More information on the current version of Atlas is available in [19]. We
expect to be able to analyse the performance of Atlas soon on real-world wide
area networks using the PlanetLab infrastructure. Currently, we only have very
promising simulation results [23] and more experimentation is underway.

4 Atlas in Operation: Service Discovery in OntoKit

In this section, we show how Atlas can be used in OntoKit during service anno-
tation and discovery [22]. The whole scenario is depicted in Figure 2.

OntoGrid is developing annotation technology for Grid services [27]; this
technology is deployed as the annotation service of OntoKit. For the purposes
of this section, it is also important to mention another service of OntoKit, the
ontology service [11]. The current version of the ontology service provides a
Grid interface to an RDFS store where RDFS ontologies are stored (e.g., service
ontologies or domain ontologies etc.).

An ontology for services and various domain ontologies are needed in order to
create a service annotation. Let us suppose that the annotation service chooses
to search for an ontology about cars in order to annotate a car-repair service
(the example comes from a car insurance use case studied in OntoGrid). The
annotation service can pose an RQL query to the metadata service and get in-
formation about such ontologies e.g., the location and description of a particular
ontology – let us call it car-repair-ontology. After discovering information
about car-repair-ontology, the annotation service can retrieve it from the
ontology service.

If the annotation service does not know the ontology for annotating services,
it has to search for such an ontology as well. An example ontology describing
services that could be found in this case is the myGrid service ontology [24].
We should mention here that this step may be unnecessary if a specific service
ontology has been selected for annotating services in OntoKit.
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Fig. 2. Using Atlas for Service Annotation and Discovery

Using these ontologies, the annotation service can complete the service an-
notation process. The result of the annotation process will be stored in Atlas
by calling the UpdateMetadata operation (see Figure 1). The ontology used for
describing the service should have been stored previously in Atlas by calling the
StoreOntology operation.

Let us suppose now that an OntoKit user wants to discover a service for re-
pairing cars. This is accomplished by submitting RQL queries using appropriate
service and domain ontologies (see Figure 2).

Finally, notice that after an annotation is stored, it might be necessary to
be able to update it. An appropriate update operation can be expressed in RUL
and executed in Atlas.

5 Conclusions

We have argued that resource discovery services for Semantic Grids can be made
scalable, fault-tolerant, robust and adaptive, by exploiting distributed RDF
query processing algorithms implemented on top of DHTs. We discussed the
implementation of our ideas in the system Atlas and its role in the Semantic
Grid toolkit OntoKit.
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27. José Oliver Segura, Richard Benjamins, José Manuel Gómez Pérez, Jesús Contr-
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