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'PREFACE

As in previous editions, the 4th International Conference on Data Communication
systems and their Performance has intended accept papers describing recent and
original developments on techniques, tools and applications in the area of
performance of communication systems.

The thiny onc accepied papers plus two invited papers chosen for this edition have
been organized in ten sessions devoted to:

- Polling Systems

- ISDN Switch

Modeling of Switiching Techniques
- ATM Swilching
- Performance Studies
- Acces Methods
- Network Management
"Workload
“Protocols
- Tools and Measurements

This conference has been supporied by the Associacié de Técnmics d'Informatica
(ATI) under the sponsorship of the IFIP Technical Commitice 6 in cooperation with
the Universitat de Barcelona (whose locals have been used for the celebration of
the conference) the Ajuntament (City Hall) de Barcclona, the Asociacién Espafiola
dc Empresas de Informitica (SEDISI), the Institut Catald de Tecnologia (ICT), the
Laboratoirc MASI of the Université Pierre et Marie Curic of Paris (France), the
Institut de Recherche en Informatique de Toulouse (France) and the
Communications Society of the Institute of Electrical and Electronic Engincers
(USA) and with the financial support specially of IBM SAE and Telefénica and also
of Alcatel SESA, Associacié Hispano Francesa de Cooperacié Técnica i Cientffica-
Agrupacié de Catalunya, Caixa d'Estalvis de Catalunya, Caixa de Pensions "La Caixa",
Sema Group, Siemens and Unisys.

Barcelona (Catalonia, Spain), June 1990

Guy Pujolle Ramon Puigjaner
Program Commitiee Chairman Conference Chairman
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STATISTICAL MULTIPLEXING UNDER NON-LI.D. PACKET
ARRIVAL PROCESSES AND DIFFERENT PRIORITY POLICIES

“loannis Stavrakakis

‘Department of Electrical Engineering and Computer Science
University of Vermont
Burlington, Vermont 05405, U.S.A

An Integrated Services Digital Network (ISDN) accommodates
packets of information generated by sources with different statistical
characteristics and packet delivery requirements. Efficient multiplexing
of packets coming from different sources would require an appropriate
unified description of the packet traffics and a service policy based on
both the statistical characteristics of the sources and the packet delivery
requirements. In this ‘paper, the per source packet traffic is modeled as
a Markov Modulated Generalized Bernoulli Process (MMGBP), which is
a non-i.i.d. process. Various packet multiplexing policies with priorities
are proposed to introduce fairness in the service process, accommodate
different packet delay requirements and avoid monopolization of the
transmission media by some sources.

1. INTRODUCTION

Integrated Services Digital Networks (ISDN’s) should not be seen as a simple
evolution of Data networks (DN’s) which have been developed over the last two
decades. The significant differences among the sources of information involved in
ISDN’s, regarding, for instance, the packet generation processes and the packet
delivery requirements, create a more complex environment compared to that
found in Data Networks.

Although the unit of information is a fixed size packet for all potential users of
the system, to facilitate the integrating operation of an ISDN, the characteristics
of the various packet processes of interest can be dramatically different from
those present in a traditional Data Network. Poisson, Bernoulli, or general i.i.d.
processes, widely incorporated in the analysis of Data Networks, are rather
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inappropriate for the description of the packet processes in an ISDN. For
instance, packetized voice traffic can be modeled as blocks of packets arriving
over consecutive time slots with geometrically distributed length (talkspurt) fol-
lowed by periods of silence with geometrically distributed length. Other kinds of
packetized information (such as long files, video traffic, etc) may be described as
blocks of packets whose length follows a general distribution. The output of a
computer over a slot may contain more than one packets of information; fast
transmission lines may also deliver more than one packets per slot. The packet
traffic generated by a concentrator / transmitter and being delivered through a
slotted line is constant (one packet per slot), whenever its buffer is non-empty
and it is zero otherwise. Packet traffics generated by various sources in an ISDN
or by network components in both an ISDN or a DN cannot be described with
the memoryless models mentioned before.

In a discrete time slotted network, the packet traffics for the cases described
above (among other ones) can be appropriately described by a Markov Modu-
lated Generalized Bernoulli Process (MMGBP). That is, it is assumed that the
source of information (i.e. network component or user) visits M states of an
underlying Markov chain. Given the current state, the number of packets gen-
erated follows a general distribution. Clearly this packet process is a non-i.i.d.
one. It is easy to establish that the cases of packet traffics described before may
be described (or approximated) by a MMGBP. For instance, the packetized voice
traffic is a MMGBP with two states, "talkspurt” and “silence”. The probability
that the voice source generates onc packet when in state "talkspurt” is one; the
probability that it generates zero packets when in state "silence” is one. The
packet process of blocks of packets arriving over consecutive time slots may be
described by a MMGBP, (1], as well.

The other important issue in a packet network accommodating packets from
sources with different characteristics is that of the allocation of the common facil-
ity among the sources. The allocation policy should take into consideration the
time constraints imposed on certain packets and the possible monopolization of
the common resource by certain sources over long periods; the latter could intro-
duce unacceptable delays to short messages (e.g. consisted of single packets) of
interactive communication or control information.

In this paper, we analyze a number of statistical multiplexing schemes under
packet arrival processes described by a MMGBP and under various priority poli-
cies. The non.i.i.d. MMGBP may be appropriate for the description of complex
packet processes while the prioritization may introduce fairness and increased
efficiency in the system.

A statistical multiplexer with N packet input processes, each of which is described
by a MMGBP has been analyzed in {1], under the first-in first-out (FIFO) service
policy. The analysis of the system in [1] (the results of which are presented in the
next section) is the ground on which the methodology for the analysis of the mul-
tiplexing schemes with priorities will be built.
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Packets are assumed to arrive through slotted synchronous lines. That is, all
packet arrivals are declared at common time instants which coincide with the end
of the slots (slot boundaries). Discrete time queueing models for statistical multi-
plexing schemes under non-i.i.d. inputs and without priorities have been analyzed
in the past, [1}-[S]. Previous work on statistical multiplexing where packets with
different priorities are involved, is heavily based on the assumption of a memory-
less packet arrival process (e.g. Poisson), [6]-[8]. Notice that the proposed
MMGBP includes simpler processes such as the Bernoulli or the generalized Ber-
noulli (more than one packet arrivals may occur over the same slot) processes and
the first-order Markov process (arrival / no arrival), approximating packet arrivals
in bursts or describing the packetized voice traffic. Even under these simple
arrival processes and for the priority policies considered in this paper, the
corresponding multiplexing schemes have not been analyzed before.

The rest of the paper is organized as follows. In the next section the statistical
multiplexer presented in [1] is briefly described and the results from the analysis
in [1] are presented. In section I, four different multiplexing schemes are con-
sidered and the methodology, based on the construction of systems equivalent to
the one in [1], is presented. The mean buffer occupancy and the mean packet
delay for all packet categories are derived for all cases considered. In section v,
some numerical results on the mean packet delay are presented for the cases con-
sidered in section IIL. Finally, the conclusions of this work appear in the last sec-
tion.

2. THE FIFO STATISTICAL MULTIPLEXER

In this section we describe the statistical multiplexer analyzed in [1] and present
the equations derived for the calculations of the mean buffer occupancy and the
mean packet delay. This system will be modified to accommodate the priority pol-
icies in the next section. By establishing equivalent systems with the one
presented briefly in this section, similar equations will be used for the derivation
of the queueing results of interest in the next section.

A statistical multiplexer which is fed by N input lines is shown in Fig. 1. The
input lines (which are mutually independent) are assumed to be slotted and
packet arrivals and service completions are synchronized with the end of the slots.
A slot is defined to be the fixed service (transmission) time required by a packet.
At most one packet can be served in one slot. The first-in first-out (FIFO) service
discipline is adopted. Packets arriving at the same slot are served in a randomly
chosen order. The buffer capacity is assumed to be infinite. The packet arrival
process associated with line i is defined to be the discrete time process {a,-'],-zo,
i=1,2,...,N, of the number of packets arriving at the end of the j‘h slot;
a/=k , 0<k<w, if k packets arrive at the end of the j*® slot through input line i.
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Let {z| },zo» be a finite state Markov chain imbedded at thc end of the slots, which
descnbes the state of the input line i. Let S'= {xo,xl, . xM- 1, M<°° be the
state space of {z'},zo It is assumed that the state of the underlying Markov
chain determines (probablhsncally) the packet arrival process of the correspond-
ing line. That is, if al(x’) : S-Zo is a probabilistic mapping from S' into the non-
negative finite mtcgcrs Z,, then the probablhty that k packets arrive at the buffer
at the end of the j slot is given by ¢g k)=PrIa‘(z') k}. Furthermore, it is
assumed that there is at most one state, xg such that ¢(xo 0)>0 and that the rest
of the states of the underlying Markov chain result in at least one (but a finite
number of) packet arrivals, i.e. ¢(x{,0)=0, for 1=ksM-1. All packet arrivals
are assumed to occur at the end of the slots. To avoid instability of the buffer
queue it is assumed that there is always one state xg , such as described above.

= ip—

v

Figure 1.

The FIFO statistical multiplexer with N inputs.

The expected number of packets in the system is given by, [1],

Q=3 W@) X0
yeS
where § S'xS%x SN and W(y) yeS are the solutions of  any

M'xM% - xMN—l lmear cquations given by

W(y)= SWE)P(x,y)+ 3, (- 1Dp(x.y)m(x)+ 3 a0(x)p(X.y) , yeS "(2a)

xeS xeS xeS

and the linearly independent equation

s [0 WE 2 Dao@+2ror3upm() | -0 “(2b)

xeS

where

v(X) Hv'(X'), p(x.y)= Hp(X'.y‘) qo(x)=(1-A)p(xg.x)

isl i=1
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) R R , N . . 1
[T Elvg;(v), o;= 21v g:(v), gg(v)=Pr {21 a'(x') = vJ,

“and
A= prmx) <1

x€s
is the total input traffic which is less than 1 for stability. R is the maximum
number of packets which may arrive at the same slot from all N lines; wi(x') and
p'(x'y') are the steady state and the transition probabilities of the Markov chain
associated with the i'" input line. The mean packet delay is given by using Little’s
formula, i.e.

) 9 7
D=)‘ 3)

‘3. STATISTICAL MULTIPLEXING WITH PRIORITIES

In this section we consider various multiplexing schemes under different priority
policies. The per slot and line packet arrival processes are described by the
MMGRBP introduced in section II.

'3.1. Casel
‘Consider the statistical multiplexer shown in Fig.2; the input lines, r; and r,, are

assumed to carry synchronous packet traffic. The packet arrival processes laj']jzo
and lajz}jzo are assumed to be two MMGBP'’s. In particular, {aj')jzo is assumed

; b1 |
r_! > 1 b 1
J — I
} N——:—‘
: b2
[ P |
|

The statistical multiplexer of Case 1.

to be a MMGBP with two underlying states x{ and x; and packet generation
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probabilities ¢'(x4,0)=1 and é'(x/,1)=1. That is, one packet is generated when
the line (or the source conncctcd to the line) is in state x; and no packet is gen-
erated when in state xJ. This model may describe the packet traffic generated by
a voice source or, in general, blocks of packets of geometrically dlstnbutcd
length, arriving over consecutive slots. The second packet process [a Jjzo is
assumed to be given by the general MMGBP described in the previous secnon

In the statistical multiplexing scheme considered here it is assumed that line 1;
carries high priority traffic which has priority over that carried by line r,. That is,
it is assumed that the server (which makes decisions at the slot boundaries) moves
to line r, only if the buffer associated with line ry is empty; it returns to line ry as
soon as the corresponding buffer associated with line r; becomes non-empty.
Since at most one packet arrives through line r;, the service policy implies that a
single packet buffer is required for line ry. If the cut-through connection is possi-
ble, no buffer is necessary for line r,. An infinite capacity buffer is assigned to
line ry.

Clearly, there are two categories of packets, say C; and C,, with different priori-
ties (a smaller subscript indicates higher priority). Packets in C, are served
(transmitted) right away. Thus, the mean delay of packets in C;, Dy, is equal to
1 (the service time). Service of packets in C, is interrupted whenever a packet
arrives through line rq; let D, be the mean delay of packets in C,.

To compute D, we consider a FIFO system (shown in Fig. 1) which is equivalent
to the one considered here. An equivalent FIFO system is defined as a FIFO sys-
tem whose packet arrival processes are identical to those of the system under con-
sideration; let Dy, denote the mean packet delay induced by the equivalent FIFO
system. Since the queueing system is work conserving and nonpreemptive, the
conservation law, [8], [9], implies that D, satisfies the following equation.

X1D1+X202
127\ +A,

“)

where A; and A, are the per slot packet arrival rates through lines ry and ry,
respectively. Dy, can be computed from equations (1) - (3). Then D,, the mean
delay of packets in C, can be computed from (4) by setting D=1

A practical application of the simple priority scheme described here is related to
the mixing of voice and data packets; r; may carry packetized voice (A\; < .5) and
r, may carry blocks of packets of time unconstrained information. The multiplex-
ing scheme provides (in essence) a circuit to the voice traffic which is utilized by
data packets when idle. The mean data packet delay, in this case, is given by D,.

3.2. Case2

Consider the statistical multiplexer shown in Fig. 3. Both synchronous traffics
luj']jzo and lajzlzo are assumed to be modeled as MMGBP’s. Case 2 is identical
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to Case 1 with the only difference being that more than one packets per slot may
arrive through line r;, as well. As a result, queueing problems appear in both
lines. Line ry carries high priority traffic (or the source connected to r, has prior-
ity over the one connected to line r;) which has priority over that carried by line
r;. To compute D; and D,, in this case, we proceed as follows.

The statistical multiplexer of Case 2.

Consider a FIFO statistical multiplexer with one input line which is identical to ry.
By using equations (1)-(3), we compute the mean packet delay induced by this
FIFO multiplexer. Clearly, this mean packet delay is equal to D;. The priority of
Ty over 13 results in a buffer behavior of line r; which is not affected by the packet
arrival process in r,. Thus, the behavior of the buffer connected to r; is identical
to that of the FIFO multiplexer described above.

Calculation of D3

To compute the mean delay of packets in C, we use the equivalent FIFO statisti-
cal multiplexer. The mean packet delay, Dy,, is obtained from equations (1)-(3).
Then D, is obtained from (4).

3.3. Case3

Consider the statistical multiplexer shown in Fig. 4. The packet arrival process
laj'}jko is assumed to be a MMGBP, as described in section II. To avoid mono-
polization of the facility by long messages (consisted of many packets) which
arrive over a single slot, the following service policy is introduced. The first
packet of those arriving during a single siot enters a single packet buffer b, and it
is transmitted in the next slot. The rest of the packets enter an infinite capacity
buffer b,. The server moves to buffer b, only if buffer b, is empty. This service
discipline gives priority to single packets (over a slot); packets other than the first
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of a slot are served under a FIFO policy interrupted by new arrivals. This service
policy introduces some fairness in the service policy and favors single packets.

'Clearly, the mean delay of single packets (or of the first packet of a multipacket
of a slot) is equal to 1 slot, i.e. D;=1. The mean delay of packets which enter b,
is given by (4), where A is equal to w(x#x,) (the probability that the line is in
any of the packet generating states), Ay=A,A; and Dj, is the mean packet
delay of the equivalent FIFO multipiexer of Fig. 1 computed from equations (1)-

3)-

| b1 |
' b !
r ]
! - b2
|
|1 p |
I |
L e - _
The statistical multiplexer of Case 3.
3.4. Case d

Consider the statistical multiplexer shown in Fig. 5. The per input line packet
arrival process and the service policy are as in Case 3. The first packet per slot
arriving in each of the input lines is given priority by being sent to the infinite
capacity buffer b;; the rest of the packets arriving over the same slot are sent to
the infinite buffer b,. The FIFO service policy is assumed for the packets of the
same buffer. Packets in b, have priority over those in buffer b,. That is, service
of the packets in by can start only if buffer b, is empty. This service policy avoids
monopolization of the facility by either long messages (independently of the gen-
erating source) or certain sources (which by nature generate long messages). To
compute D, and D, we proceed as follows.

Calculation of Dy

Consider a FIFO statistical multiplexer (Fig. 1) whose packet arrival process is
given by MMGBP’s . The underlying Markov chains of these MMGBP’s are
identical to those associated with the input lines ry, - - - , ry. The probabilistic

mapping
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- N . . -
a(x)=Ya'(x') , xeS
i=]
is modified to describe the packet arrival process to b;. That is,
- N -
a,(x)=§1‘,-,w , X€S )
i=
where x(‘, is the state of line i which generates no packets. Based on (5), the
packet generating probabilities ¢'(x',k) are modified to the following
¢'(x3,0)=1 and ¢'(x',1)=1 for xi#x} (6)
The mean delay of the packets in D, is now computed by applying equations (1)-

(3) on the FIFO system with packet arrival processes as determined by (6). The
total packet arrival rate A (used in (3)) is given by

M=3 w(RExd). )

i=1

Calculation of D3

The mean delay of packets in buffer b, is computed from (4), where A, is given
by (7), A3=Aoar-hp, @and Dy is the mean packet delay of the equivalent FIFO
multiplexer of Fig. 1, computed from equations (1)-(3).

The statistical multiplexer of Case 4.

4. NUMERICAL RESULTS

In this section some numerical results are derived for each of the four priority
policies described in the previous section. In the examples considered below it is
assumed that the underlying Markov chain associated with any of the input lines
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has two states, that is $'={0,1} for the i" line. State 0 is the no-packet generating
state (i.c. a'(0)=0); state 1 gencrates at least one packet, up to a maximum of K',
with probabilities ¢'(1,j), 1sjsK'.

As the delay results illustrate, an input traffic process which generates packets
clustered around consecutive slots and followed by a period of inactivity, causes
significant queueing problems and the induced packet delay is greater that the
one induced under better randomized packet arrivals of the same intensity. Since
state 1 generates packets and state 0 does not, it makes sense to use the quantity
vy', where,

¥=p'(1,1)}-p'(0,1) ®)
as a measure of the clusterness of the packet arrival traffic; pi(k,j) is the probabil-
ity that the Markov chain associated with line i moves from state k to state j.
The value of y'=0 corresponds to a per slot independent packet generation pro-
cess (generalized Bernoulli process). The clusterness coefficient y' and the packet
arrival rate A' are two important quantities which dramatically affect the delay
induced by the multiplexing system. For this reason, each traffic will be charac-
terized by the pair (A',y') and the distribution ¢'(1,j), 1=j=<k'. The rest of the
parameters of the MMGBP’s associated with each input line are computed from
the following equations:

. Al . A
n'(1) = > w'(0) = 1= w'(1)
$ isiL) (92)
j=1
pi(0,1) = (1=¥)='(1) , pi(1,1) = v' + pi(0,1) (9b)
pi(1,0) = 1-pi(1,1) , pi(0,0) = 1-pi(0,1) (9¢)

'4.1. Case 1

Consider the multiplexing system of Case 1 with distributions &'(1,1)=1,
$%(1,1)=.5, $%(1,2)=.3, $*(1,3)=.2 and parameters A'=A2=M2 and y'=y2=y. The
mean packet delay results D; D, and D, are given in Table 1, for various values
of A and v. It can be easily observed that for a given total input rate A, the smal-
lest induced delay is achieved for y¥=0 (independent per slot packet generation
process). This is due to the fact that y=0 results in the best randomization of the
packet arrivals for given X and ¢!(1,j), 0sj<K'.

When A'=.35 and v'=.93, line 1 may describe packetized voice traffic with
geometrically distributed talkspurt periods (with mean 22 packets) and geometri-
cally distributed silence periods (with mean “40 packets), [2]. The distributions of
¢'(1,1) and daz(l,j), 1=j=3, are the same as before. The mean delay results are
shown in Table 2 for various values of A2 and ¥2 (Case 1.b). Notice that although
the total traffics considered are equal to those in Table 1, the induced mean
packet delay D, is much larger, due to the larger value of the clusterness
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coefficient 'y’.

For A'=.35 , v'=.93 and ¢%(1,1)=1, the induced mean packet delay D, is smaller
than that of Case 1.b, for the same values of A' ,y! A% and -yz (Case 1.c). This is
due to the reduced clusterness resulting from the fact that only single packets
arrive through line 2, as well (as opposed to possibly muiltiple packets arriving
under the previous case). These results are shown in Table 2 (Case 1.c).

D, Dy, D,
1.000 | 13.897 | 26.794
1.000 9.325 | 17.651
1.000 5.897 | 10.794
1.000 4.799 8.598
1.000 3.466 5.981
1.000 2.466 3.931

3133|8188
olw|n|o jwln|=

Table 1
Mean packet delay results for Case 1.a

Case 1.b Case 1.c

AN Ly Dy, D, D,, D,

S5 1 .5 | 41.207 | 66.794 | 33.694 | 54.500
55 1 .3 | 37.541 | 60.794 | 32.472 | 52.500
.55 | .0 | 34.790 | 56.294 | 31.139 [ 51.000
35 1 .5 ] 11.966 | 22.931 9.917 | 18.833
35 | .3 | 10.966 | 20.931 9.583 | 18.167
351 .0 | 10.216 | 19.431 9.333 | 17.667

Table 2
Mean packet delay results for Cases 1.b and 1.c.

4.2, Case 2

Consider the multiplexing system of Case 2 with probability distributions
o'(1,1)=.6, ¢'(1,2)=.4, ¢*1,2)=.3, ¢*(1,4)=.5, ¢*1,6)=.2 and parameters
A'=A2:\2 and y'sy?:y. The mean packet delay results D;, D, and Dy, are
shown in Table 3 for various values of A and y. Notice that D;>1 since more
than one packets may arrive over the same slot through line 1.
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'4.3. Case 3

7Con51dcr the mulnplexmg system of Case 3 with probability distribution
é'(1,1)=.4, ¢'(1,2)=.3, ¢'(1,3)=.2, &' (1,4)=.1. The mean packet delay results
D, and D, are shown in Table 3 for various values of A'=A and y!=y.

4.4, Case 4

‘Consider the multiplexing system of Case 4 with N = 3 mput Imes g)robability dis-
tributions as in Case 3 and parameters A 12A2z23:0\3 and ¥! -y =y°=+y. The mean
packet delay results are shown in Table 3 for various values of A and v.

Case 2 Case 3 Case 4

2.247 | 33.468 | 64.689 | 18.500 | 36.000 | 1.818 | 27.500 | 53.181
1.831 | 21.754 | 41.676 | 12.786 | 24.571 | 1.506 | 18.357 | 35.208
1.519 | 12.968 | 24.416 8.500 | 16.000 | 1.273 | 11.500 | 21.727
2.055 | 11.323 | 20.590 6.833 | 12.667 | 1.538 9.167 | 16.795
1.703 7.608 | 13.513 4.928 8.857 | 1.333 6.373 | 11.413
1.439 4.823 | 8.206 3.500 6.000 | 1.179 4.278 7.376

PUY PUR ) [V LVOR IV-N g
olw|n|olw |k

Table 3
Mean packet delay results for Cases 2, 3 and 4.

5. CONCLUSIONS

In this paper some statistical multiplexing schemes under various priority policies
have been analyzed. The per input line packet arrival processes are described by
the Markov Modulated Generalized Bernoulli Process (MMGBP) defined in sec-
tion II. The MMGBP can serve as a model for a wide class of complex packet
arrival processes and thus, facilitate the appropriate description and the analysis
of many practical systems. Furthermore, when certain priority policies are in
effect the original MMGBP - describing the per line packet arrival process - can
be transformed into another MMGBP where the priority policy is properly incor-
porated. As a result, auxiliary / equivalent FIFO multiplexing systems can be
constructed with inputs described by a MMGBP, as well (see, e.g., Case 4). The
previous property of the MMGBP facilitates the analysis of certain multiplexing
systems under priorities.
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