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A Multiuser Random-Access Communication System for Users
with Different Priorities

Ioannis Stavrakakis and Demetrios Kazakos

Abstract—In this paper a binary feedback collision resolution
algorithm is developed for a multiuser random access com-
munication system with nonhomogeneous user population. The
user population is split into two classes with different priorities.
Throughput and delay analysis of the proposed algorithm are
performed and numerical results are obtained.

I. INTRODUCTION
DESCRIPTION OF THE SYSTEM AND THE ALGORITHM

OST of the existing literature on the multiuser random

access communication systems assumes homogeneous
user population [1]. There are many practical applications,
however, where it is desired that packets generated by certain
users experience shorter delays than the regular packet of the
system [2]. Under these conditions, different priority classes of
users should be considered. In this paper, the user population
supported by a single communication channel is split into
two priority classes; the high priority class, which generates
packets according to a Poisson process with rate Ay and the
low priority class, which generates packets according to a
Poisson process with rate A,. Information is packetized and
has fixed length. The time axis is slotted; a slot is equal to
the packet transmission time. A packet transmission may be
attempted only at the beginning of a slot.

An active user (that is, a user with a packet ready for trans-
mission) attempts the first packet transmission at the beginning
of the first time slot that follows its packet generation instant.
This first time transmission policy, which is the same for both
classes, is reasonable since it might be a waste of the channel
capacity to give priority to high priority packets (and delay
the low priority ones) before it becomes known that more than
one packets currently compete for the channel. A transmission
attempt may result in either a successful transmission or in
a packet collision, if more than one packet transmissions
are attempted in the same time slot. To resolve the packet
conflicts, a collision resolution algorithm is necessary. This
algorithm also implements the priority scheme that results in
lower packet delay for the high priority users. It is assumed
that all active users (and only these users need to do so) are
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capable of sensing the channel and detecting a packet collision.
That is, a binary feedback information is available to all active
users before the end of the current slot, revealing whether the
slot was involved in a packet collision (C) or not (NC). The
channel is assumed to be error-free.

A simple stack algorithm [1], is developed for the resolution
of the packet conflicts. The limited sensing characteristic
is important when users do not have a record of the past
channel history before the packet generation instant. The
limited sensing characteristic of the algorithm, together with
the distributed nature of the protocol, increase the robustness
and the applicability of the system. The state of a user is
assumed to be determined by the content of a counter; this
counter is updated according to the steps of the algorithm and
the feedback from the channel. Users whose counter content
is equal to one at the beginning of a time slot transmit in that
slot. A currently activated user sets its counter equal to one and
attempts transmission. Let c{ (c?) denote the counter content
of a high priority (regular) user, at the beginning of the ith
time slot. Let F}, F; € (C, NC), denote the channel feedback
information just before the end of the ith time slot. The steps
of the collision resolution algorithm consist of the following
counter updating procedures that take place at the end of each
time slot. (2) Let F; = C: if ¢/ = 1 then ¢/,, = 1 with
probability ¢ and cf, | = 2 with probability 1 — ¢; if ¢f = 1
then ¢f,, = 2 with probability ¢ and ¢, ; = 3 with probability
l1—o;ifc] =rthencl,, =r+2,r>25€(sf) (b) Let
F,=NC: ifcz:rthencfﬂ=r—1,er,j€(s,f).

II. THROUGHPUT/DELAY ANALYSIS AND NUMERICAL
RESULTS

The details of the analysis can be found in [2]. The concept
of the session is useful for the development of recursive
equations which describe the operation of the system. A
session is a sequence of consecutive slots defined as follows:
A session of multiplicity (u,v), 4 >0, v >0and p+v > 1,
is defined by using the concept of a virtual stack and a marker;
the stack is assumed to have infinite number of cells; the
marker is placed in cell 0 at the time origin. The first slot
involved in a packet collision marks the beginning of a session
of multiplicity (u,v), if 4 high priority and v low priority
packets were involved in that original collision. At this time
the marker is placed in either cell 3 or cell 2, depending on
whether a low priority user was involved in that conflict, or
not. In the sequel, the marker moves two cells upwards or one
cell downwards, depending on whether the feedback was C or
NC, respectively. The movement of the marker takes place at
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the end of a slot. The slot in which the marker moves to cell
0, is the last slot of the session. The first slot involved in a
collision that follows, marks the beginning of another session
of multiplicity (u,v), ¢ >0, v >0 and g+ v > 1, if p high
priority and v low priority packets are collided. Sessions of
multiplicity (4,v), p+ v < 1, result in no movement of the
marker and are defined to have length equal to one time slot. It
should be noted that sessions cannot be identified by the users
and that they are used only in the analysis of the operation of
the system. The multiplicities of the sessions are independent
identically distributed random variables with joint probability
determined by the product of two Poisson probabilities with
rates Ay and \,. The stability region, Spax, of the system
is defined as the maximum over all sets of rates (Af, Ag)
which result in finite mean session length of multiplicity (p, ),
7(p,v), for p and v finite. The following equations can be
derived:

To,0 = To,1 = T1,0 = 1,

Tuw = 1+ Tp4F,80 + Tu—g14Fo 01452 + TFy v—0145Ss

pwzl,v>1
(1)
Tu0 =1+ 764551 + Tu—g1 45,5, w22,
Tow =1+ TR 5 + TF 0148 T TF,v—01+Ss>
v>2, (1b)

where F;, S;,i = 1,2,3, are independent Poisson distributed
random variables with parameters Ar and A, respectively; ¢,
o) are independent random variables that follow the binomial
distribution with parameters u, ¢ and v, o respectively. Let
L, denote the expected value of 7(u,v). By considering
expectations in (1), an infinite dimensional linear system of
equations, of the form

oo o
WV
Ly = by + 3> i L,

k=0 j=0

>0, v 2> 0.

@

is obtained with respect to L, ,,; the constants can be found in
[2]. The stability region of the algorithm can be established by
deriving bounds on the solutions of (2). The approach taken
is presented in [2] and it is similar to that appearing in [3].
The derived bounds on Sy,.x are plotted in Fig. 1. Notice that
when only the high priority class is present, the system seems
to be capable of supporting larger traffic (A; < 0.357) than in
the case when only low priority users are present (As < 0.32).
This is not surprising since although the algorithmic structure
is the same for any single class, there is always a waste of
the first slot after a collision among low priority users. As a
consequence, a reduction in the maximum stable throughput,
when only low priority users are present, is expected.

Under stability conditions, the existence of renewal slots,
which mark the beginning of statistically identical sessions,
implies that the operation of the system can be described
by a regenerative process. As a result, conclusions about the
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limiting behavior of the system can be drawn through the
manipulation of quantities that are defined on a session. Let
Wy and W, be the mean cumulative delay of all high and low
priority packets, respectively, which are transmitted in a single
session; the packet delay until the beginning of the time slot
that follows the packet arrival is not included in Wy or W;. If
Dy and D, denote the average delay of a high priority and a
regular packet respectively, then the following bounds can be
established, in view of the above discussion:

05+ <p, <05+
W T W £
w W
. < <0. —
05+ 17 <D 05+ 157 3)

where W}lc, Wi, L and W}, W, L* denote lower and upper
bounds on the corresponding quantities; L is the average
session length and 0.5 is the mean packet delay until the
beginning of the first time slot that follows the packet arrival.
The bounds on L are derived as shown in [2], in terms of
the bounds on L, ,. To derive bounds on Wy and W, a
similar approach is followed where 7, , is replaced by w!{’,,
and wy, , which are the cumulative delays of the high and the
low priority packets, respectively, which are transmitted during
a session of multiplicity (u, v). Similarly to (1), wﬁ,, and w;, ,
can be shown to satisfy the following recursive equations:
Wg,o = “’({1 =0, w{,o =1

_ f f
Wﬁ,u =ptwyip s, T (- ¢1)T¢1+F1,SL '|"’~’,J—¢1+F2,al-p-s2

+ “’lf“s,u—oﬁss w>1, v>1 (4a)
fo_ f
Wyo = B+ Wh g s T (= G1)TF 461,50 T Wu—gi 45,5
22
wgal’ = w{'-‘lvsl + w£2,01+52 + WP -1 485 V2 2.
(4b)
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TABLE I
Af Ar As L'~ e Wi~ We Wi~ Wy D} ~ DY D! ~ D D*
0.01 0.02 0.01 1.000 0.010 0.010 1.555 1.590 ~157
0.11 0.10 1.046 0.013 0.195 1.829 2.369 ~2.10
0.18 0.17 1176 0.019 0.663 2.186 3.815 ~2.90
0.26 0.25 1.743 0.045 4.107 3.095 9.922 ~6.20
0.31 0.30 4.386 0.232 52.435 5.793 39.793 ~16.00
0.32 0.31 7.647 0.628 185.487 8.718 78.748 ~23.00
0.03 0.04 0.01 1.003 0.034 0.011 1.632 1.678 ~1.66
0.13 0.10 1.063 0.046 0.220 1.951 2571 ~2.21
0.20 0.17 1.222 0.069 0.792 2.389 4312 ~3.33
0.28 0.25 1.987 0.189 6.052 3.672 12.681 . ~833
0.31 0.28 3.401 0.505 27.108 5.453 28.961 ~16.00
0.32 0.29 4.845 0.961 63.802 7.113 45.905 ~23.00
0.065 0.075 0.01 1.013 0.085 0.013 1.800 1.878 ~1.82
0.165 0.10 1.104 0.124 0.282 2.234 3.054 ~2.70
0.235 0.17 1.338 0.208 1.159 2.900 5.595 ~4.33
0.315 0.25 2.874 0.990 16.240 5.801 23.101 ~18.00
0.325 0.26 3.719 1.619 31.505 7.200 33.080 ~26.00
40
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Fig. 2. Bounds on the mean packet delay of the high (Dj. D}) and the low
(Dy. DY) priority classes (in packet lengths) versus Az, for Ay = .01.

s __ .8 __ s  __ 1.
w0 =wi g =0, w1 =1;

wf‘)o = w;rFFx,Sx + wz—¢1+F2,Sg7 43 2 2 (4C)

S —_ S 3
Wo,u =V + Wk s T VTR,S +WE o 45,
8
+ (V - GI)TF2,01+52 + WE, v—a,+53
v>2 (4d)

s

Wyy =V + w<?>1+F1,Sl + VT, +F1,51

+ (V - UI)T#-¢’1+F2701+52

+ Wim g +Fa01 452

T @R yatsy 21, v>1 (4e)

where all variables are as defined in (1). The bounds on Wy
and W, are obtained for input rates in S,, where S,, =

{0 < A5 £0.065,0 < Ay < Ay max(Ag)}, similarly .to those
obtained for L. The bounds on L, Wy, W, for some values of
(A, As) € S,p are shown in Table L

A similar algorithm for a single class of users which
is based on a 2-cell splitting of all packets involved in a
conflict (without considering different cells for the different
classes) and uses binary feedback information has been found
to achieve a maximum stable throughput of ~ 0.36, [4],
and induces the mean packet delay D* shown in Table I
The proposed algorithm for a nonhomogeneous population
achieves a total throughput of, at least, between 0.320 —0.357,
depending on the contribution of the two classes to the total
input traffic. Plots of the bounds on D ¢ and D, versus
Ar = As + A, are shown in Figs. 2—4.

Since privileged service is offered to some users, there has
to be a price that the rest of the population must pay. The first
consequence is the small reduction in the total throughput,
as mentioned before. The other consequence is the increased
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Fig. 3. Bounds on the mean packet delay of the high (D;, D}) and the low
(D, D) priority classes (in packet lengths) versus A7, for Ay = .03.

average low priority packet delay compared to the one induced
by the homogeneous user population equivalent algorithm.
From Table I it is observed that D, > D*, as expected. On the
other hand, a larger amount of packet traffic can be supported
by the network if the less time sensitive packet traffic is given
lower priority. For instance, if Ay = 0.065 packets/slot and
the desired average delay is 5.5 to 6.0 slots then (see Table I)
an additional traffic of s = 0.185 packets/slot under the same
priority or an additional traffic of A, = 0.25 packets/slot under
low priority can be supported. Thus, there is an increase by
~ 35% of the additional traffic that can be supported if the user
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Fig. 4. Bounds on the mean packet delay of the high (D, D}) and the low
(D;’, S i) priority classes (in packet lengths) versus A7, for Ay = .065.

population is divided into two classes with different priorities.
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