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ABSTRACT The problem of multiplexing Time Criti-
cal (TC) and Time Non Critical (TNC) packetized
information in an Integrated Services Digital Network
(ISDN) is considered in this paper. An appropriate
Time Division Multiplexing (TDM) scheme is adopted,
to accommodate the strict delay requirements for the
TC traffic. The resulting system is different from
those considered in the past in at least two aspects.
First, the TNC traffic is assumed to exhibit correlation
between consecutive slots. Second, the TC traffic is
not necessarily accommodated in a contiguous sub-
frame, but it may be spread over the whole frame
according to any pattern. The non-gated service policy
is adopted for the service of the TNC traffic, unlike
most of the past work. A very flexible approach is
developed for the exact analysis of the proposed TDM
scheme. Numerical results are derived for the case of
TC traffic generated by voice sources.

I. INTRODUCTION

The fundamental problem associated with the
design of Integrated Services Digital Networks
(ISDN’s) is that of the development of protocols which
guarantee certain predetermined quality of service for
the diversified network users. The most severe
requirements come from network users which generate
Time Critical (7C) information. TC information must
be delivered to its destination within a strict time limit;
otherwise, it is useless and it is considered to be lost.
This type of information is present in any real time
application, such as voice and video transmission.
Computer data, on the other hand, is an example of
Time Non Critical (TNC) information, which is also
present in an ISDN. No strict delivery time limita-
tions are assumed for this type of information,

The information is assumed to be organized in
packets of equal length. The time required for a
packet transmission (slot) determines the time con-
stant of the network. The TC sources are usually slow
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compared to the network time constant. That is, the

minimum time separation between consecutive packets
of information generated by a TC source, which deter-
mines the TC source time constant, T, is much larger
than the slot. By dividing time into frames of length T
(in slots) and assigning one slot per frame to each TC
source, up to T TC sources can be served, suffering a
delay of at most 2T time units (slots). This is the clas-
sical Time Division Multiplexing (TDM) protocol.
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Figure 1
The TC and the TNC subframes of the TDM frame.
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A TDM switching node of an ISDN is considered
in this paper, supporting both TC and TNC sources of
packetized information. The frame is divided into two
parts: The TC subframe, of length Ty, and the TNC
subframe, of length Ty, (Fig. 1), which are used for
the transmission of TC and TNC information, respec-
tively. The two subframes are separated by a concep-
tual boundary which may be either fixed or variable.
The TDM switching node described above can also
model a distributed system, where users share the net-
work capacity on a reservation TDMA basis, [13], or
when some distributed channel allocation function is
used, [5], [8].

In this paper, the movable boundary TDM proto-
col is adopted for the capacity allocation .in an ISDN.
This protocol has been adopted for the voice / data
integration and it has been analyzed in the past both in
continuous [2], [3], [6], and discrete [1], [4], [5], [7],
[9}-[11], time. The continuous time models are
inherently approximate since they ignore the discrete
slots of the TDM frames and assume exponentially
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distributed message lengths, when birth-death models
are constructed, [9]. Fluid flow approximation
approaches can be found in [3], [16]. Analysis of the
protocol in discrete time has been based on the gen-
erating function approach [1], [4], {7], [9], [10], [11].
In [1] it is assumed that {R;};>¢, that is, the number of
active voice sources in the it! frame, is a renewal pro-
cess. In [4] the correlations in the voice traffic are
taken into consideration and an exact solution is
derived under a gated service policy for the data; that
is, data packets cannot be transmitted before the
beginning of the frame that follows their generation
time instant. In [7], [11], the true model for {Ry; is
considered under a gated service policy for the data.
Although the models considered in [7], [11] are exact,
only approximate, [7], or exact numerical results over
a very limited range [11], are derived. The non-gated
policy for data is considered in [9] and [10]. Because
of the complexity of the solution (associated with the
calculation of the characteristic roots within the unit
disk of generating functions) bounds on the mean
packet delay are actually computed.

The discrete-time TDM system considered in this
paper is different from those considered in the past in
at least two aspects. First, the TNC traffic is assumed
to exhibit correlation between consecutive slots.
Second, the TC traffic is not necessarily accommo-
dated in a contiguous subframe, but it may be spread
over the whole frame according to any pattern. The
non-gated service policy for the TNC sources is
assumed, unlike all previous work except [9] and [10].

II. SYSTEM MODEL

The TDM system considered here is similar to the
one that has been adopted for the integration of pack-
etized voice and data in the past work mentioned in
the previous section. Information is organized in
packets of fixed size. The (time) slot is defined to be
equal to the packet transmission time. All TC sources
are assumed to be identical. Their time constant is
assumed to be equal to T (slots). As a result, each TC
source is assumed to deliver one packet every T slots,
when active. A TC source switches between the active
(1) and the idle (0) states according to the first order
Markov model; no packet is delivered when the TC
source is idle. The TC source is completely described
in terms of one of the steady state probabilities, wg or
7y, and the burstiness coefficient v, where ¥,.=py;—por;
pij denotes the transition probability from state i to
state j, i,j € {0,1}. The TC packets must be transmit-
ted within the time frame that follows their generation
time instant, otherwise they are useless and they are
dropped.

Unlike all related previous work, the TNC traffic
is assumed to be correlated. This traffic is modeled as

~ a Markov Modulated Generalized Bernoulli (MMGB)

process. According to this process, TNC packet
arrivals are governed by an underlying finite-state
Markov chain {Z; }jZO Transitions between the states
of the chain occur at the slot boundaries. The steady
state and the transition probablhtles are denoted by
w (1) and p (1,]), i,j € S; §'={0,1, - + - ,N} denotes the
state space of the Markov chain. The TNC packet
arrival process is determined in terms of the Markov
chain and a probabilistic mapping a'(): S -
{0,1,...,R}. Thatis, k TNC packets are delivered
to the TNC queue with probability
g '(i,k)=Pr{a'(i)= kl, 0<k=R', when the Markov chain
is in state i, i €S,

The characteristics and the time delivery require-
ments of the TC traffic support the adoption of a TDM
scheme (frame size T) for the multiplexing of the TC
and TNC traffic. The TDM system is modeled as a
discrete-time queueing system with interruptions, as
shown in Fig. 2. The buffer capacity of the TNC
queue is assumed to be infinite; the buffer capacity of
the TC queue is equal to 2T,.. To reflect the TDM
policy, the server is assumed to switch to the TC
queue at the beginning of a frame and serve all the TC
packets found upon switching (at most T,.); then, it
switches to the TNC queue and serves the TNC traffic
according to the FIFO service discipline. At the end
of each frame, the TC packets which have been
queued for at least T slots are dropped.

TC queue
M { . S—
TC rraffi
e k21, —
TNC queue

TNC traffic

The discrete-time queueing model for the adopted
TDM policy.

Let M denote the number of TC sources sup-
ported by the system and let Ty, Tre<T, denote the
number of slots, in a frame, which are allocated to the
TC packets. Let R; denote the number of packets in
the TC queue at the beginning of the it" frame; R is
equal to the number of TC sources which were active
in the previous frame. If R; <Trc, then all TC packets
will be transmitted in the i frame. To simplify the
notation and the discussion in this paper, the movable



boundary policy is adopted and the relation M=T,<T
is assumed to hold. The cases under the fixed boun-
dary policy, as well as under various relations between
M, Ty and T, are trivially derived by modifying cer-
tain parameters of the unified model developed here,
as discussed in section IV. For the same reasons, it is
assumed that the TC packets are transmitted over the
first R, slots of the i frame. The case of the spread-
ing of the TC packets over the T slots of the frame is
easily derived, as discussed in section IV. Notice that
the TNC packets do not necessarily have to wait for
the frame following their generation instant before
they consider transmission, as it is the case with the
gated discipline. If a TNC packet reaches the head of
the TNC queue and the server is available, then this
packet is transmitted (non-gated discipline). The
server is available when the corresponding slot is not
used by the TC users.

The performance evaluation of the adopted TDM
scheme for the integration of TC and TNC packet traff-
ics is based on two measures. Assuming that the
upper bounded by 2T delay of the TC packets is
acceptable, the induced delay for these packets is not
considered to be an issue. The most important perfor-
mance measure for the TC traffic is the packet block-
ing (dropping) probability. This probability is zero
when M=T,,<T. When non-zero, it can be easily
computed as discussed in section IV. The analytically
challenging problem associated with the TDM system
presented in this paper, is related to the calculation of
the TNC packet delay induced by the transmission pol-
icy. This is considered in the next section.

III. ANALYSIS OF THE TNC QUEUE

In this section the TNC queue is studied under
TNC packet arrivals described by a MMGB process
(Section II). The behavior of this queue is affected by
the activity in the TC queue. Fortunately, the TDM
policy is such that the coupling between the two
queues is loose. It is basically a one direction interfer-
ence on the TNC queue coming from the TC queue;
the behavior of the TC queue is, on the other hand,
independent from the activity in the TNC queue. This
observation allows for the modeling of the interference
from the TC queue on the TNC queue as an indepen-
dent - from anything associated with the TNC queue -
process {Rj)j=g, as it is explained in the mext para-
graph. The TNC queue is studied then, under the
TNC packet traffic and the interfering process {R;}j=0,
which captures the TDM policy. This approach is new
and different from previous approaches developed for
the study of integrated TDM systems. All policies and
approximations which were adopted in the past can be
analyzed in a unified way, by selecting the appropriate
interfering process {Rj}j=. Furthermore, new poli-
cies, as well as correlations in the TNC traffic, can be

considered for the first time. Unless stated otherwise,
the TC packets will be considered to be transmitted
over contiguous slots, starting from the beginning of
the frame. No TC packet blocking will be assumed
(M=Tr=T).

The behavior of the TNC queue of the TDM sys-
tem (Fig. 2) is identical to that of the TNC queue
shown in Fig. 3. {Ry};>p is a process which delivers at
most one packet per slot according to the rule

if 0 = jmodT = Ri-1 ,i-l'/T] :

i = |C  otherwise.

lx] denotes the integer part of x. According to (1), a

packet is delivered by (R;};=0 at the it slot, if this slot
is in the first R; positions of the i" frame; R; is the
number of active TC sources in that frame. A realiza-
tion of {Rjlj=o is shown in Fig. 4. The Head of the
Line (HoL) priority policy is assumed for the system
in Fig. 3. The server switches to the TNC queue only
if the buffer of the TC queue is empty; it switches back
to the TC queue, as soon as its buffer becomes non-
empty. Packet arrivals and service completions are
declared at the end of the slots (slot boundaries). Let
Dy and Dy denote the mean packet delay of the
TNC and the TC queues, respectively. Notice that
D;z=1 due to the adopted service policy and the fact
that {R;};=o may deliver at most one packet per slot.

The equivalent queueing system associated with the
TNC queue.

i frame——— = (i+1)" frame——f— : -«

R=3 Ry =4 sy time(discrote)

_ Figure 4
A realization of {R;};2¢ for iT=j=(i+2)T+3 and T=7.



Consider now a single queue, single server, First-
In First-Out (FIFO) queueing system which is fed by
the arrival processes of the system in Fig. 3. Let Dgpo
denote the mean packet delay induced by this system,
Dpypo is related to Dy and Do through the following

expression (conservation law):

I ArneDinctAigDre @
FIFO e

where Aryc and A7 are the rates of the TNC traffic and
the process {R};=q, respectively. Notice that the ser-
vice policy of the queueing system is work-conserving
and non-preemptive. It is clear that Dy, can be com-
puted from (2) if Dy is known. The rest of the sec-
tion is devoted to the computation of Dggo. At first,
the interfering process {R;}j=¢ is described in terms of
an appropriate MMGB model.

Consider the process {R;}i>¢ defined at the begin-
ning of the frames; R,; is equal to the number of active
TC sources, that is, the TC sources which will be
served over the i" frame. From the Markovian struc-
ture of the TC sources it is easily shown that {R;};>¢ is
an {(M+1)-state Markov chain with state space
Sg={0,1,...,M} and transition probabilities pg(i,j)
given by

_ min{i,j}
pk(i’j) = Pr(RnH:j/Rn:i} =
k=max(0,i+j-M}

i L. M= " -
[k]plklpl‘-(-)k L_k ]P(ﬁkpohg—‘-o_k): i,]GSR, (3)

where

[“]_ “nl
k) k!(n-k)!’

Note that the one-step transition time of the Markov
chain modeling the TC source is equal to T slots. The
interfering process {Rlj=o is defined in terms of the
process {R;};=¢ and their relation, as expressed in (1).

Consider the two-dimensional process {R;,Lj]jzo
defined on the slot boundaries; i= [j/T| and
Lj=jmodT+1. R; is a Markov chain with transition

probabilities given by (3) and state space S,. L; is also
a Markov chain with state space S, = {1,2,...,T) and
transition probabilities given by

_[1if jekmodTH1 , 1sk, jST
Pk = Yo otherwise

(Li}j=0 is a periodic Markov chain whose state
describes the position of the current slot within the
current frame; this information is necessary for the
determination of R;, as expressed in (1). As a result,
{R;,Lj}i=0 is a two-dimensional Markov chain with

state space Sgx§,=(0,1,... ,M}x{1,2,...,ThL The

“

state space is shown on Fig. 5. The transition proba-

bilities are given by the following expression.
p((i,1),(k,m)) = paliK)pL(iom) =

1 if k=i and n=j+1 for 0=i,k=M, i=j<T, 1<n=<T
pr(i,k)if j=T, n=1 5)
0 otherwise.

The interfering process {Ej}jao determined by (1)
can be easily described in terms of the Markov chain
{Ry,Lj}l;=0 and the following mapping

1 with probability 1, if L;j=R;

6
0 with probability 1, otherwise( )

defined on SyxS,. If R; TC users are active in the i

frame, then the above mapping will generate one
packet over the first R; slots of this frame. This is
illustrated with the arrows originating from the
appropriate states in Fig. 5. The packet generating
states are contained in the triangle defined by the
states (1,1), (Tre,1) and (T, Tyo). Notice that {Rj)j=o
has been described as a MMGB process (Section II)
with underlying Markov chain {R;,Lj};=9 and proba-
bilistic mapping given by (6). This mapping is alterna-
tively described by the following probabilities

)
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~
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The state space S,XS,;
the arrows denote a packet generation (M=T,<T).



1 if k -
g((k,j),1) = Pr{a(k,j)=1} = {0 othJermse (72)

8((k,(),0) = Pr{a(k,j)=0} = 1-g((k,j),1)  (7b)

for (k,j) € SRXSL.

" At this point, the equivalent FIFO queueing sys-
tem is considered. Notice that both packet arrival
processes, {R; },zo and {a; }]20’ are MMGB processes.
This queueing system has been analyzed in [14], [15];
the results may also be found in [17], where the first
moment, Qgpo, and the variance, var{qgge), of the
buffer occupancy process are calculated, as well as the
mean packet delay, Do, by invoking Little’s formula.
Finally, D,y can be calculated by invoking (2);
Xg=mM/T (M=Tr=T).

The mean and the variance of the buffer occu-
pancy in the TNC queue can also be calculated. The

proof of the following expressions may be found in
[17].

ch E{qmcl = Qero ~ M3 (8)

var{qmcl = var{qggo} + Ave = Mwe (9)

IV. APPLICABILITY OF THE
ANALYSIS APPROACH - SPECIAL CASES

In the previous section a general methodology
was developed for the analysis of the behavior of the
TNC queue. As it will become clear in this section,
the generality of the approach is due to the flexibility
provided through the adoption of the interfering pro-
cess {R;}j=¢ and its general description in terms of a
MMGB model. The integrated services TDM that was
considered in the previous sections has the following
characteristics :

(a) Tt is non-blocking for the TC traffic (M=Tyrc=T).

(b) It is a movable boundary scheme.

(c) The TC sources are correlated, resulting in a Mar-
“kovian process {R;};>¢.

(d) The TNC traffic exhibits correlation.

(e) The TC sources generate one packet when active.

(f) The TC packets are transmitted over the first R;
slots of the i" frame.

(g) The TNC packets can be served in the slot follow-
ing their arrival instant (non-gated service).

In the sequel it is shown that characteristics (a)-
(f) can be changed and the analysis approach be still
applicable. The gated. service policy for the TNC
traffic cannot be analyzed through the developed
approach. The gated policy would require that the
TNC packets wait until the beginning of the next frame

“before they can be served. This policy results in the

waste of the channel capacity. It has been considered
in all related past work (except [9], [10]) for analytical
convenience.
Modifying (a)

When the number of TC sources exceeds the max-
imum slot allocation, Ty, (M>T;;) blocking of the TC
packets may occur. The Markov chain {R;};=¢, which
describes the number of active TC sources at the frame
boundaries, is as described in_Section IIT (equation
(3)). The interfering process R, itizo = {a[Re,L ilj=0 is
determined in terms of the underlying Markov chain
{Ry,Lj}j=o and the mapping in (6), which is now modi-

fied to

- {1 w.p. 1 if Lj = min{Trc,R;}
al(Ry, L)} = 0 w.p.1 otherwise.

The packet generating states are shown in Fig. 5
(arrows), where T;,<M. The blocking probability can

(10)

be computed from

M .
Pe= X Tr(k)(k-Ty)
k=Trc+1

where mg(k), 0=k=M, is the steady state probability of
{Ri}izo-

When the fixed boundary policy is considered, the
interfering process {R;}jz=9 does not depend on the
activity of the TC sources. The first Ty, slots are never
available to the TNC packets. The process {Ri}i=0
becomes an i.i.d. process (single state Markov chain)
which takes the value T, with probability one. The
underlying Markov chain {Ry,Lj}j=o reduces to the
Markov chain {Ll j=0- The interfering process
{R; Jj=0 = {alL; iBj=z0 is defined by the mapping

_ {1 wp. 1 ifLj<Trc=M
alLy) w.p. 1 otherwise.

(11)

The state space of SyxS, becomes a single row in Fig.

S which has the arrow structure of row
{(TTC’I)’ LR ,(Tm,T)},

It should be noted that the model for the fixed
boundary policy is identical with that of the standard
TDMA policy, where T, represents the slots that are
not available to the tagged TDMA station.

Modifying (c)

When the TC sources are not correlated {Ri};=¢

becomes an i.i.d. process (single state Markov chain).

In this case,

M| . .
pr(k.j) = pr(i) = [ i ]'nf mt (12)

The interfering process, {ﬁj]jzo, is, otherwise, identi-
cal to that described in Section III.



When the TC sources are always active,
R;=M=T,, for all i=0. In this case, the behavior of
the TNC queue is the same with that under the fixed
boundary policy, which was discussed above.

Clearly, the case of the TNC traffic without corre-
lation can be obtained as a special case of the MMGB
model (adopted for the TNC traffic {a Jj=0), based on
a single state underlying Markov chain.

According to the model for the TC sources, which
was considered in Section III, a TC source generates a
packet with probability one when active. When this
probability is set to p, the interfering process {Rj};=0
is defined by the mapping

1 W.p.p if Lj =Ry
al(RpL)} = 10 wp. 1-p if Lj=R; (13)
0 w.p.1 otherwise.

Referring to Fig. 5, the arrows (reflecting packet gen-
eration) are contained w1thm the same triangle but
they exist with probability p The case in which mul-
tiple packets may be generated by a TC source accord-
ing to a given distribution can, in principle, be treated
in a similar way.
Modifying (f

In Section III it has been assumed that all TC
packets are served over contiguous slots, starting from
the beginning of a frame. To the best of our
knowledge, this has been the policy in all relevant past
work. This policy, on the other hand, is not necessary
to meet the (real) time delivery requirement of the 7C
sources. What is important is that a TC source be
allowed to transmit one packet in every frame, when
active. The exact position of the transmission slot
within the frame is not important. This is not the case
regarding the TNC packets of the system.

The transmission of the TC packets over contigu-
ous slots results in an interfering process {R;};=o which
delivers blocks of high priority packets to the
equivalent FIFO queue followed by idle periods over
the rest of the frame. Clearly, this process generates
more severe queueing problems than a process which
spreads uniformly its packets over the whole frame.
The more severe queueing problems will result in
higher TNC packet delay, since the packets delivered
by {R;}jz¢ have a constant delay under the HoL prior-
ity policy (equal to one). Intuitively, it is expected
that the TNC queue will be less occupied if the server
is absent for many short intervals than for a large one
(for the same total time), especially under light traffic
and under the non-gated policy considered here.

An algorithm for the implementation of a uniform
(or near-uniform) spreading of the TC packets within
the frame has been developed and it may be found in

7 [17]. Given a state of the underlying Markov chain

{R;,Ljlj=0, associated with the interfering process
{Rj}j=0, a packet will be delivered with probability one
provided that this state is a legitimate one. The
spreading algorithm operates on the rows of the state
space of {R;Lj}i=9 (Fig. 5). For each row
{(k:l)]1=1’ 1=k=Tyc=M, the algorithm distributes the
k TC packets to the T slots in a uniform (or approxi-
mately uniform) pattern, determining the position of
the k arrows of that row. Clearly, the arrows are not
contained in the triangle indicated in Fig. 5, but they
are spread throughout the entire state space in a deter-
ministic manner.

The underlying Markov chain {R;,Lj)j=o remains
unchanged. The interfering process {Rjlj=9 is now
determined by the mapping

_ {1 w.p. 1 if Lj € A(R;)
alRpLpl = g w.p. 1 otherwise,
where A(R;) denotes the set of the slot positions

which are occupied by the R; TC packets, as deter-
mined by the spreading algorithm.

(14)

V. NUMERICAL RESULTS

In this section, some numerical results are
presented and the complexity of the methodology is
discussed. The parameters of the TC sources are
selected to be those of the packetized voice sources.
That is, the steady state probabilitity that a TC source
is active is equal to my=.35 and the burstiness coeffi-
cient is equal to v=.93. The TNC traffic is described in
terms of a MMGB model based on an underlying Mar-
kov chain with state space $'={0,1}. One TNC packet
is generated from state 1 with probabxllty one. Thus,
the TNC packet arrival rate, A, is equal to (1)
This process can model the traffic delivered by a high
speed transmission line, where certain amount of
correlation between consecutive slots is present. Let
Yme denote the burstiness coefficient for the TNC
traffic.

The numerical results presented in this paper are
derived under the assumption M/T = 1/2, where
T;c=M. That is, TC source blocking is not possible
and at most half of the channel capacity can be allo-
cated to the TC traffic. The movable boundary policy
is considered. The results are plotted as a function of
the TC source time constant T, which is equal to the
frame size.

In Fig. 6, the mean TNC packet delay is plotted
for Apye=.725 and X7z=.35%.5 in packets per slot. A is
the cumulative TC packet rate, which is equal to the
rate of the interfering process since no blocking is pos-
sible. The cumulative TC packet traffic is generated
by the T/2 TC sources, each of which has a packet
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rate of .35 packets per T slots. The TNC traffic is
assumed to be an i.i.d. process process (Ypnc=0).
Curve (i) corresponds to y,.=0; that is, the TC sources
are assumed to be uncorrelated. In this case, {R;};=p is
an i.i.d. process. Curve (ii) corresponds to y;c=.93;
that is, the TC sources behave like packetized voice
sources. The results show that if the Markovian
{R}iz9 (for <vy/,=.93 ) is approximated by the
corresponding i.i.d. process (for v;.=.0 ), then the
resulting error in the calculation of Dy is significant,
particularly for small T. As T increases (and the
number of TC sources increases, for a fixed ratio
M/T = 1/2) the performance of the i.i.d. approxima-
tion is improved, as expected. The latter is due to the
fact that the amount of dependence between consecu-
tive random variables R;’s, as seen by the server, is
reduced as T increases.

In principle, the delay results for the models
assumed in Fig. 6, can be derived following the
analysis in [9] or [10]. Although these analyses are
exact (as is the one developed in this paper), the
numerical complexity associated with the calculation of
the poles of complex functions is enormous. As a
result, bounds on the exact results are derived and
they are actually computed for small range of (M,T).
Exact results under the gated policy can be found in
[11]. The numerical complexity of our approach -
under the non-gated policy - seems to be very similar
to that in [11]. The complexity increases in the order
of T2M? and is reflected in the increased required
computer memory and computation time for the calcu-
lation of the boundary probabilities that the queue is’
empty and the input Markov chain in a certain state,
[15], [17]. In view of the very limited range of system
parameters (T=2, M=3) considered in [11], it seems
that the structure of the matrices involved in the com-
putation of the boundary elements of the present
paper may result in faster convergence than that in
[11]. It has also been observed that the computations

are much faster when {R;};>¢ is an i.i.d. process, com-
pared to those under the Markovian {R;};=o.

The results shown in Fig. 7 are obtained under
Markovian TNC traffic for y=.5; the rest of the

parameters are as in Fig. 6. No past work has con-
sidered a non-i.i.d. model for the TNC traffic.
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Fig. 8 shows the results presented in Fig. 6 and
Fig. 7 for comparison purposes. Notice that the larger
the burstiness coefficient for the TNC traffic, the larger
the induced Dy, under both models for {R;};=o, as
expected. To verify the expected limiting behavior of
the queue, as the frame size increases, simulation
results are derived beyond a certain range of T. These
results are plotted in dotted lines. As it has been dis-
cussed earlier, the effect of the correlation in the TC
traffic on the behavior of the TNC queue diminishes,
as the frame size increases. The latter trend is clearly
observed in Fig. 8, where the results under the true
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Figure 8



“(markovian) model for {R;};=o approach those under
the i.i.d. model for {R;};=¢, as T increases. '

The case of the uniform spreading of the TC
packets over the frame has not been considered in the
past. Fig. 9 and Fig. 10 present the delay results
under the (near-unform) spreading policy described in
[17]; these results correspond to those in Fig. 6 and
Fig. 7 (contiguous TC packet transmissions), respec-
tively. For comparison purposes, the results from Fig.
6 and 9 are shown in Fig 11 (independent TNC traffic);
similarly, the results from Fig. 7 and 10 are shown in
Fig 12 (correlated TNC traffic). Notice that the
(near-uniform) spreading of the TC packets over the
frame has a positive effect on the induced delay for
the TNC traffic. This effect increases as the frame size
increases. The latter is expected since the larger the
frame size, the more different the interference process
under spreading is, compared to that without spread-

ing.
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