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Abstract

In this paper, the effects of various time scales on the management of ABR (Available Bit Rate) traffic using teedback
based control is studied. Since delay tolerable. the ABR applications can be allocated the remaining resources after CBR
(Constant Bit Rate)} and VBR (Variable Bit Rate)} applications have been accommodated. To avoid excessive losses the
transmission rate of the ABR applications should be modulated by the amount of remaining resources. That is. the ABR rate
should be controlled through a feedback based rate control mechanism. In this paper, a network link shared by remote ABR
and VBR applications is considered and the impact of various system time scales on the effectiveness of the feedback based
flow control scheme is investigated by formulating and studying a tractable analytical model. These time scales are
expressed in terms of the network transmission speed, the minimum tolerable ABR rate and the rate of change of the VBR
source rate. While the negative impact ot a decreased network time scale on the effectiveness of this control scheme is well
established. the impact of the ABR and VBR time scales has not been investigated in the past. It turns out that for a given
network time scale. the induced cell losses can be significantly reduced for increased ABR and /or VBR time scales and
thus, the latter ime scales should be taken into consideration while evaluating the effectiveness of an adaptive feedback
based tlow control mechanism. This study also suggests that higher efficiency can be achieved by enforcing large ABR time
scales. leading to the introduction of a new class of ransmission policies. € 1998 Elsevier Science B.V.
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1. Introduction

Asynchronous Transfer Mode (ATM) has been chosen as the CCITT standard for the switching and
multiplexing technique of the Broadband-Integrated Services Digital Networks (B-ISDN) currently under
development. ATM networks are expected to support applications with diverse traffic characteristics and Quality
of Service (QoS) requirements such as data transter, video, voice, multi-media conference and real time control.

ATM is primarily a connection oriented protocol. Virtual circuits are set and the route is decided at
connection set up. Connection oriented services have typically long sustained sessions and cells are transmitted
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and delivered in order. Therefore. it appears like a dedicated link where all ¢cells associated with a service follow
the same path. Statistical multiplexing is possible by on-demand transmitting cells from different sources over
the same line and storing them temporarily in shared buffers within the network.

The ATM Forum [1] has defined four different service classes. Constant Bit Rate (CBR). Variable Bit Rate
(VBR). Available Bit Rate (ABR) and Unspecified Bit Rate (UBR). These classes cover a broad spectrum of
diverse applications. Non-real time VBR. ABR and UBR scrvice classes are intended for non-real time
applications. while CBR and real time VBR are intended for real time applications.

The ABR service class that is intended for non-real time applications can tolerate delay. This service class
simply uses the remaining capacity left from VBR and CBR services and thus it is a best effort service class.
The goal of this service class is to use the unused network bandwidth as efficiently as possible. For the ABR
service class the only negotiated QoS parameter is the Cell Loss Ratio (CLR) and is not necessarily quantified.
Peak Cell Rate (PCR). Cell Delay Variation Tolerance (CDVT) and Minimum Cell Rate (MCR) are the traffic
parameters.

The ABR service class is different from the other service classes in many ways [2]. The available bandwidth
will be shared by the ABR connections and will change dynamically due to the fluctuations in the VBR and
CBR traffics and therefore it may reduce to the MCR. Since VBR and CBR traftic rates will fluctuate in time.
the ABR sources should adjust their rates to these fluctuations in order to utilize the entire remaining capacity or
avoid cell losses.

These characteristics point o the necessity of controlling the flow of the ABR waffic sources. Two mujor
flow control mechanisms for the ABR service have been considered: The rate based flow control [3=5]) and the
credit based flow control [6-8]. Since both of these flow control schemes have some advantages and
disadvantages. there were also studies on the integration of both schemes [9].

The credit based {low control is implemented link by link and per virtual circuit (VC). Before transmitting
any cells over the link. the sender associated with the VC link needs to receive credits for the VC from the
receiver. The credit indicates the amount of free buffer space available for the sender. The sender can not
transmit more cells than its credit. If it uses all its credits, it must wait for other credits. Because ol this reason.
credit based flow control ensures zero cell loss.

In rate based flow control. the sender is notified about congestion in the network with a feedback generated
from the receiver or from the congested node. When the sender receives such a feedback. it adjusts its rate
according to the feedbuck control policy in effect. Although the credit based flow control can handle both
smooth and bursty traffic (while the rate based flow control may not be very effective for bursty traffic). it
introduces an excessive amount ol overhead and it would be very expensive for a wide area network. For such
reasons. the more flexible rate based flow control has been adopted by the ATM Forum.

Several different traffic control policies have been proposed for the rate based flow control such as the
Explicit Forward Congestion Indication (EFCD [10]. Backward Explicit Congestion Notification (BECN) [11].
Proportional Rate Control Algorithm (PRCA) [12]. Explicit Rate Feedback (ERF) [13] and Enhanced Propor-
tional Rate Control Algorithm (EPRCA) [14].

Under the feedback based flow control policy used in this paper, a feedback carrying information about the
available bandwidth is transmitted o the ABR source when the bandwidth availability for the ABR source
changes. But. if the propagation delay between the ABR source and the network access node is non-zero, then
the ABR source will transmit at a rate based on the most recent level of available bandwidth until it receives the
feedback. Consequently. the effectiveness of the rate based flow control schemes will decrease under increased
propagation delays.

For example. il the propagation delay between the ABR source and the network access node is 7, and the
available bandwidth changes at time 1. the ABR source will learn about the change in bandwidth availability at
time 7+ 7,. The udjusted rate from the ABR source will reach the network access node at time 1+ 27,
assuming that the backward and forward propagation delays are equal. This can be clearly observed in Fig. |
where the ABR rate. VBR /CBR rate and the total rate at the network access node are shown with respect to
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Fig. 1. An example of bandwidth mismatch.

time. The ABR application uses the remaining bandwidth left from VBR /CBR applications and whenever the
VBR /CBR applications change their rates. a bandwidth mismatch occurs for a duration equal to the roundtrip
propagation delay of 27,.

When a decrease in the remaining bandwidth occurs. the link capacity is exceeded for a duration of 27, and
overutilization occurs. During an overutilization period. the number of cells in transit becomes excessive and
cell losses occur. When an increase in the remaining bandwidth occurs. underutilization occurs for a duration of
27,

While the effects of increased propagation delay on the flow control schemes has been studied in the past
[15-18]. almost no effort has been tocused on the study of the impact of other system parameters. In this paper.
the impact of these system parameters (network. ABR and VBR time scales) on the feedback based flow control
is investigated.

The network time scale is defined to be the transmission tme of a cell (slot). As the network time scale
decreases, the propagation delay (measured in slots) increases. Thus. the decreased network time scale has a
similar impact on a feedback based flow control schemes as the increased propagation delay.

The frequency of change of the bandwidth availability would also impact significantly on the effectiveness of
a feedback based flow control scheme. If over a given time interval the number of VBR /CBR source rate
changes increases, then the number of initiated bandwidth mismatch cycles will typically increase as well. Since
increased number of bandwidth mismatch cycles will increase the number ol overutilization periods. more cell
losses will be induced and the effectiveness of the feedback based tlow control schemes will be reduced. The
VBR time scale can be defined as the inverse of the frequency of the VBR source rate changes or the average
time over which the VBR application maintiains a constant rate. The VBR time scale will be employed in order
to capture the impuct of the frequency of bandwidth mismatch cycles on the effectiveness ol feedback based
flow control schemes.

In addition to the network and VBR time scales. the cell transmission patterns of the ABR sources may also
impact on the effectiveness of feedback based flow control schemes. It can be observed that between two ABR
applications of the same rate. the one which transmits blocks of multiple cells every one of longer periods may
utilize the resources better than the one which transmits one cell every onc of shorter periods. The ABR time
scale is defined here as the length of these periods and will describe the various transmission patierns considered
in this paper.

The remainder ol the paper is organized as tollows. In Section 2. the system considered to evaluate the
impact of time scales is described. In Section 3, a suitable Markov Chain for the system is formulated. Some
numerical results are presented in Section 4. The paper concludes with the conclusions made in Section 5.
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2. Description of the system

Consider a transmission link shared by Variable Bit Rate (VBR) and Available Bit Rate (ABR) applications
where the VBR sources are provided prioritized access to the resources and ABR sources are allocated the
remaining resources. In order to simplify the analysis and facilitate the understanding of the impact of the
various time scales, a system with one VBR source and one ABR source is considered and each of these sources
will deliver at most one cell per slot according to the rate in effect.

The ABR traffic source is assumed to be away from the network access node and thus the propagation delay
between the ABR source and the network access node is non-negligible. The ABR source is controllable. Its
transmission rates are calculated by the network access node by taking into consideration the current VBR
transmission rates. The ABR source rates should be calculated appropriately in order not to cause instability.
Therefore. the total ABR and VBR source rates at any time instant should not exceed the link capacity.

The network access node is supposed (o be able to detect a change in the VBR source rate. This may be
possible through an explicit indication that the VBR source carries by certain cells or an estimation mechanism
implemented at the network access node. When a rate change for the VBR source occurs. the network access
node detects it and calculates the appropriate transmission rate for the ABR source. Then. this information is fed
back to the ABR source.

Because of the non-zero propagation delay 7, between the ABR traffic source and the network access node,
bandwidth mismatch will occur every time VBR traftic rate changes occur. As described earlier, a change in the
VBR rate at time 1 will be detected by the ABR source at time 1+ T, and the adjusted ABR rate will reach the
network access node at time ¢+ 27, During the above round-trip propagation delay 27,. the network may
either be underutilized or overutilized where overutilization is the main reason causing cell losses.

The network access node is assumed to have a finite buffer of capacity C for the temporary storage of the
ABR and VBR cells.

A gqueuing model of the network access node is shown in Fig. 2. The service policy is assumed to be work
conserving and VBR cell arrivals are provided head of line ( HoL) priority as indicated above. ABR cells are
served according to the first come first served {(FCES) policy. Cell departures are assumed to occur before cell
arrivals occurring over the same slot.

2.1. The ABR traffic source

The maximum allowable ABR source rate is determined by the current VBR source rate. If the latter is equal
to r,. then the maximum allowable ABR source rate will be | —r — €. where € is a small positive number
determined by the desirable load at the network access node.

Network access node
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Fig. 2. The quening model of the network access node.
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Fig. 3. The ABR traffic subframes.

To achieve a rate close to its maximum allowable value. the ABR source can transmit one cell per 7, slots
where 7, =[1/(1 — r. — €)] and [(}] denotes the smallest integer larger than (). In this paper, 7, will be referred
to as the fundamental ABR subframe. The same rate can also be achieved, if the ABR source transmits a block
of B, cells per subtrame of length B,7,. that is, if the ABR source employs a B,-order subframe. where
B, eN.

Thus, it B, = 1. the ABR source will employ the fundamental subframe 7, to transmit at a rate equal to
1/T,. If B, > 1, the ABR source will employ a B;-order subframe to transmit at the same rate equal to 1 /7.
Fig. 3 shows examples of ABR cell transmission employing the fundamental and higher-order subframes.

Let TC(B,,B,T,) denote a transmission control policy according to which the ABR source transmits a batch
with size B, at the beginning of a subframe of length B,T,. Let T((T,) ={TC(B.B,T,). B, > 1} denote the
class of all TC(B,,B,T,) policies which implement the same transmission rate of 1 /7,. This class of policies is
characterized by the fundamental subframe of length 7.

Let r, denote the beginning time instant of the kth subframe. At r,. a fundamental subframe 7, (and the
ABR rate) will be determined based on the current VBR rate. Any policy in TC(T,) can be selected tor the
implementation of the ABR source rate of 1 /7,. As long as the VBR rate remains constant, the same policy will
be employed. That is. if T,,, =7, then B,,, =8, and TC(B,.T,)=TC(B,, ,.T,, ). However, il a VBR
source rate change occurs, then the network access node calculates the new ABR fundamental subtrame 7,
and any policy in TC(T, , ,) can be selected.

The ABR time scale is defined as the length of the B -order subframe used to transmit ABR cells. The
impact of the ABR time scale on the effectiveness of a feedback based flow control scheme is investigated in
this paper.

2.2. The VBR traffic source

Although the activity level of the VBR traffic source is not controllable and can change in principle at any
slot, it will be assumed that such changes occur only at subframe boundaries for analysis tractability. Therefore.
for the VBR source. time is considered to be subframed and VBR source rate changes can occur anywhere in
this subframed time.

Let {S,}, ., be a 2-state underlying Markov chain with state space S ={0.1}. {S,}, ., will be used to describe
the VBR source activity level. {S,}, ., is embedded at subframe boundaries {,}, ., of length B,7,. where T, is
determined by the perceived remaining capacity as indicated in the previous subsection.

Let r (s,) denote the rate of the VBR source at the kth subframe. s, € §. Without loss of generality. it is
assumed that r (1) > r (0). The VBR cell arrival process is modeled as a Markov Modulated Bernoulli process.
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The probability of transmitting 1€0) cell in a slot of the kth subframe is r (s, X1 = r (s.)). Therefore, the
number of VBR cell arrivals during a slot of the kth subframe. A(s,). is given by

I [ with probability » (5,).

Als, ) = !
(5 \ 0 with probability I —r (s,).

Let p (s,) denote the probability that §, changes at the end of the kth subframe at the beginning of which it
was 1n state s,. p (s,) will reflect the average time over which VBR applications maintain a constant rate (or
VBR time scale). It p(0)=p (1) =p_. then the VBR time scale will be equal to 1/p,: otherwise, two time
scales may be defined. It is expected that the increased VBR time scale will increase the effectiveness of the
feedback based flow control schemes.

3. Analysis of the system

In this section a proper Markov Chain describing the evolution of the system is described by taking into
consideration the properties of the ABR and VBR sources described earlier. Since the VBR traffic is provided
prioritized service and the maximum number of VBR cell arrivals per slot is 1, no VBR cell losses will occur.
For this reason. the analysis will focus on the evaluation of ABR cell losses and the impact of the time scales
considered in this paper will be evaluated based on the ABR cell loss probability.

Let {S,.Q}, . | be a 2-dimensional process embedded on {t,}, . . where @, is a random variable describing
the buffer occupancy at 1. 0 < 9, < C. By definition, S, determines completely the VBR arrival process.

It the propagation delay 7, is negligible, then §, determines the ABR cell arrival process as well, because
the ABR source will respond to the VBR source rate changes immediately. If the propagation delay is
non-negligible — as it is considered to be the case in this paper — the fundumental ABR subframe length can be
caleulated from 7, =[1 /(1 — r (s;) — €)] where ) is the VBR state 27, time units earlicr. As a consequence,
the current state S, does not determine the arrival process and thus {S,.0Q,}, . | is not a Markov chain.

Although a Markov chain can be constructed to describe the evolution of the system under fixed and
non-zero roundtrip propagation delays. a simplifying assumption is made by assuming that the roundtrip
propagation delay is random and geometrically distributed with mean 1 /p,, measured in terms of subframes.
Given that a VBR source rate change has occurred. a feedback indicating the VBR source rate change will
arrive at the ABR source by the next subframe boundary with probability p,. Note that. p, is adjusted based on
the current subframe length so that the mean propagation delay under both subframe schemes are cqual.

In order to determine the arrival process to the node over the Ath subframe, the network access node needs to
know the current VBR source rate (r (s;)) and whether the current ABR rate is based on the most recent
feedback sent by the node or not (that is. whether the feedback’s impact is not pending or pending.
respectively). Therefore. another random variable is introduced describing the status of the impact ol the
feedback at 7,.

Let J, be an indicator function which assumes the value of 1. if the impact of a feedback carrying a VBR
source rate change is pending at ¢, that is. if the ABR rate arriving at the node is not adjusted yet. Otherwise,
J; is equal to 0. Then the ABR traffic rate will be completely determined by (S,.J,) and it is equal to
I —r (s, @))€ where @& denotes the modulo 2 addition.

Although it is possible that at any time. the impact of more than one feedbacks can be pending, at most one
pending teedback will be considered in order to simplify the analysis. This approximation holds true if
max {p, (s} <p,:that is. if the VBR source time scale is much larger than the propagation delay.

Under the above assumptions. it is easy to establish that the stochastic process {S,./,.Q,} embedded at
subframe boundaries is a Markov chain with state space {(s,./,.¢,x 0<s5, <1.0<j, <t. 0<q, <C}.
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Fig. 4. The state diagram of the {§,./,} process.

Let P(s,jo iy S0o1des 14,y 1) be the probability that the Markov chain {S,.J,.Q,} moves from state (s, j, g,)
at time 1, to state (s, , | jc . ¢, ) attime ¢, , . From the description of the system model. it can be understood
that (s,,,j,,,) is independent from the queue occupancy ¢, and thus P(s j g2 5. /. 14y ) can be
expressed as follows:

POsidodi s diade ) =PCsiaseondo ) PLay S ) -

The probabilities on the right side of the above equation can be calculated separately as shown below. Note
that P(s,j,. 5, . j,.,) is the probability of passing from state (s, j,) to state (s, | j, ) and Plq; . /5, j,4;)
is the probability that the queue occupancy at the beginning of the next subframe is ¢, .. given the current
subframe state (s, j, q,).

The state diagram for the {S,./,} process is shown in Fig. 4. Notice that not all state transitions are possible
because of the constraint on j, and the requirement of generating a feedback only when the VBR rate changes.
Let (s, j.) = (s, j,. ) denote a state transition from (s, j,) to (s, j., ). For example. a (00) — (10)
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transition is impossible, because a pending feedback has to be generated when a VBR rate change occurs. This
transition may be possible only if the propagation delay is zero. Similarly, a transition from (11) — (01) can
occur with a very low probability which is assumed to be cqual to 0. This result comes from the assumption that
the VBR source time scale is much larger than the propagation delay.

Let g, ; denote the queue occupancy at the end of the ith slot of the kth subframe and P g, ;.\ /S jid.;)
and Pylq, ; /s, J, ¢, ;) denote the one slot transition probabilities from ¢, , to ¢, ., over the first B, slots of
the kth subtrame (where both ABR and VBR cell arrivals are possible) and the remaining B, T, — B, slots
(where only VBR cell arrivals are possible); respectively. These probabilities are equal to

P{A(s) =q,,. — 1} g, =0.0<qg,, , <C—1.

P/\(q“, VS ) = P(A(‘\‘A) Yy "Im}~ 1 <g,, =< CO0<q ., sC—1,
lZi,, G PlA(s)=C g . +m), 0<g,,<C0<g,,  <C.

Simtlarly,

[PlACS) =4, 0)- ¢, =0.0<q,,  <C.

Py« ScJg = ,
B( /A.’+J/ Aj/\ /,\J) \P{A(‘YA):(II\./>I—C/A.I+I}‘ ISC],\_,SC.OSC[,\_,,!SC.

Combining these two equations P(¢, /s, J, ¢, ) can be expressed as follows:

(.
PCap o /Sidedi) = Z P,\(‘/A./;A/“'A A ‘/A)PB(‘IA. 1/ Sy dr ).

e, 0

The B, slot transition probability Pq, , /5,j,4,) and BT, — B, slot transition probability
Py, /8 qA_,jA) can be calculated iteratively using the | slot transition probabilities.

After the calculation of the transition probabilities PCs, j, g0 S0, 1 Jiy ¢+ ) the steady state probability
distribution [1(s,.j,.q,) can be derived using the following matrix equations:

Im=11pr.

I =1.

where P s the state transition matrix and each of its elements show the trunsition probabilities
PCSc g sy do di)-

In order to study the impact of network and source time scales, the ABR cell loss probability will be
evaluated. The ABR cell loss probability can be calculated using the average number of cells arrived at a
subframe in which {S,./,,Q}, ., is in state (s,j,¢,) and taking the expectation over all possible states.
Therefore. the ABR cell loss probability denoted by LP is given as

Average number of cells lostin state (5, j, ¢, ) ‘

LP=E ; P - :
Average numberot cells arrived instate ( s, /, ¢, ) f

Let L(s,.j,.q,) and M(s,.j,.q,) denote the average number of cells lost and arrived over the subframe at the
beginning of which the process {S,./,.0,}, .., is in state (s, j, ¢, ), respectively. Then,

L(s, . joq))

LP = E{ ——
M( s di-ap)
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In order to calculate L(s,.j,.q,) and M(s_.j,.q.), 1(s..j,.q..i) and R(s,,j.:i) can be introduced. Let
s jigq 1) (RCs, . j, .q, 0 1)) denote the number of cells lost (arrived) at the ith slot of the &th subframe in state
(s, jiq.5s 1 <i<B,T,. Clearly, R(s,.j,.q,:7) does not depend on the queue occupancy and is a function of s, .
Ji and i, since T, = f(s,.j,). Therefore,

A(s,) if i>B,.

R(s,j,:0)=
(et Lmu+liﬁg&

The number of lost cells in a slot can be found by considering the number of arrivals in that slot, the buffer
occupancy in the previous slot and the buffer capacity C. Therefore,
m it R(s j,:i)=C+1—¢g,, ,+m.
0 otherwise.

(s g 1) = {

Clearly, the number of cell arrivals over the subframe starting with system Markov Process {S,.J,.0,}, ., in
state (s, j, ¢, ) is equal to the summation of R(s,.j,: i) for all slots of the subframe. Thus.

BT,
M(s; .y g0) = R( s Jy-4y)
Pl
By BT,
= L (A + D+ X Alsy)

i i= B+ 1
=B+ BT A(s,).
Taking the expectation of both sides.
M(s,.jq.) = E(B,+ BT, A(s)} = B, + B, T,r, (5,).
The total number of cells lost over the entire subframe is equal to the summation of [(s;.j,.q¢,; i) for all slots
of the subframe:
BT,
L(spdiq) = 2 1Csiodvapsi).
i=
Taking the expectation of both sides.
BT,
L(sjog) = 2 E{I(siJia )},
i= ]
The above equation can be divided into two terms. the first term corresponding to the first part of the
subframe (when both ABR and VBR cell arrivals are possible) and the second term corresponding to the second
part of the subframe (when only VBR cell arrivals are possible). Thus,

B, BTy
LSy Jiq) = 2 E{I(s; jiq i)} + )y E{I( Sij-‘/A;")}-
i=1 =B

By employing the definitions for /(s,.j,.q,; ) and RCs,. . {) the following expression is obtained:
B,
L(sidyea,) = Z Z’”P{A( s;)=C—q, 1+ ”’/-"AJA‘IA}

i= 1
BT,
+ ) ZmP{A(,\'A) =C+1=-yq,, + m/sAquA}.

=8, +1 m
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Since there are at most one arrivals per slot after the first B, slots of cach subframe. cell losses may occur
only in the first B, slots. Therefore.
B,

L( Se-diedy) Z Z’”P{ Als) ) =C—q,, /s, l/k}

I Hr
and
¢ I-C+

7( Spodidy) Z Z Z ’"P{ 5, ) =C—1+ ’”/~“A./'A‘/A}P{‘IA.: V=g (/A}'

(=1 1=0 w

Combining £( Siofy -y ) and M( S« J;- ¢, ) equations obtained above, the ABR cell loss probability, LP. can
be expressed as follows.

! ! < (Sededy)
LP = Z > Z M) -
00 g o0 Bot (s BT
B 41
X Z Z Z ’”P{ ()= (‘7/+/”/'\‘A./k(/»’\}’v{‘/k¢ =0 =4
= f=0 m =0

4. Numerical results

In this section, some numerical results are presented to illustrate the impact of network and source time
scales on the performance of the ABR source away from the network access node. While a large propagation
delay (small network time scale) is expected to impact negatively on the performance of the system. the
opposite impact is expected from large ABR and VBR time scales.

The performance of the queuing system in terms of cell loss probability for the ABR source is illustrated in
Fig. 5. The loss probability is plotted as a function of p, and the results are derived for a butfer capacity C of
40 and VBR source rates of 0.4 and 0.8 cells /slot. For this plot the T7C(1.T, ) transmission policy is used tor the
ABR source. As the propagation delay decreases (p, increases). the amount of time that it takes for the ABR
source to respond to the VBR source rate changes decreases. As a consequence. the duration of bandwidth
mismatch decreases, causing a decrease in the ABR cell loss probubility. In addition to the propagation delay,
the VBR time scale | /p_ also impacts on the ABR cell loss probability. As the VBR time scale decreases. VBR

'
0
o -

Cell Loss Probabifity

10"

\\ \ps 0001
10" \ Yps=0.0005
\\p>~0 0001
' - T -
10 10" 10

)

Fig. 5. ABR cell foss probability versus p, for various p,.
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Fig. 6. ABR ccll 1oss probability versus batch size for various values of €.

source Tate changes occur more frequently. As a result, more bandwidth mismatch cycles are initiated resulting
in more losses. Fig. 5 shows the ABR cell loss probability for p, = 0.005, p, = 0.001. p_= 0.0005, p, = 0.0001
where p_=p (0) = p (1). Note that p_ is kept below 0.005 due to the requirement that it should be much less
than p, in order for the assumption of no multiple feedbacks to be reasonably accurate.

In Figs. 6 and 7, the impact of the ABR time scale is illustrated. The ABR cell loss probability is plotted as a
function of the batch size B, for various values of buffer capacities. The VBR source rates are assumed to be
equal to 0.4 and 0.8 cells /slot. The average distance between the ABR source and the network access node is
assumed to be 10000 subframes (thus p,= 10 “?). Note that, the ABR time scale (subframe lengths) is directly
proportional to batch sizes, since subframe lengths are equal to B,T,. For example, for this particular example a
batch size of 7 corresponds to subframe lengths of 14 and 42. where the corresponding fundamental subtrame
lengths are 2 and 6. Because of the single outstanding feedback assumption, p, is kept much smaller than p,
(p,=107°). The ABR loss probability versus the batch size is plotted in Fig. 6 for C = 10, 15, 20, 25. 30. It
can be clearly observed that for a fixed value of C. the ABR cell loss probability initially decreases as the batch

Loss Probability

0 | /{/({;'-_«10 /

¢ § 10 16 20 25 30
Balch Size

Fig. 7. ABR cell loss probability versus batch size for €= 10 and € = 20.
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Fig. 8. ABR cell toss probubility versus batch size for a distance of 2000 slots.

size (ABR time scale) increases. This behavior is reversed when the batch size exceeds a threshold. Thus, for a
given buffer capacity C, there is an optimal batch size (or ABR time scale) that minimizes the induced ABR
cell losses. These observations can be made in Fig. 7 where results for a larger range of batch sizes are plotied
for C =10, 20.

The reduced ABR losses for batch sizes greater than one may be attributed to the associated increased ABR
source time scale. This positive impact prevails as long as the buffer capacity C is large enough to absorb the
increased batches. When the batch size exceeds a threshold, it cannot be effectively absorbed by the fixed buffer
size, resulting in losses which are not compensated for by the benefits from the increased time scale. The larger
the value of C, the larger this threshold is expected o be. as it is clearly observed in Figs. 6 and 7.

The impact of the employed ABR time scale (or batch size) on the system performance is expected to be
affected by the propagation delay. Figs. 8 and 9 illustrate the impact of the propagation delay on the
performance of the system. Fig. 8 is obtained for an average distance between the ABR source and the network

access node equal to 1000 subframes (thus p, = 10" *). Fig. 9 is obtained for an average distance of 100
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Fig. 9. ABR cell loss probability versus batch size for a distance of 200 slots.
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Fig. 10. Optimum batch size versus butfer capacity.

subframes (thus p, = 1077). As expected, the performance improves under all ABR time scales as the distance
decreases, because the amount of bandwidth mismatch is proportional to the distance.

By comparing the plots for C = 10 in Figs. 6, 8 and 9 which have been obtained for an average propagation
distance of 20000, 2000 and 200 slots, respectively, it may be concluded that the optimal baich size decreases
with the propagation distance. For a propagation distance of 200 slots and C = 10 the optimal batch size is as
low as 1. This trend may be attributed to the decreasing positive impact of a large ABR time scale (batch size)
as the propagation delay decreases. This positive impact cannot compensate for the negative impact of a larger
batch size, driving the optimal batch size to lower values.

The above can be more clearly observed in Fig. 10 where the optimal batch size against the buffer capacity is
plotted for average distances of 20000 and 2000 slots. It can be established that for large propagation distances,
the optimal batch size is larger than | even for small buffer capacities. Note that the optimal batch size seems to
be linearly increasing with the buffer capacity.

In addition to the network and source time scales, the VBR source rates also have considerable effects on the
performance. Fig. 11 shows the affects of the VBR source rates on the loss probability. For a fair comparison.
the mean VBR arrival rate is kept constant for the cases considered. The VBR source rates for the first case are

R r(1)=09,r110)=0.3
-~ - r(1=0.8,r(0)=0.4

{
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10 10 1o

Fig. 11. ABR cell loss probability versus p, for various VBR arrival rates.
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r (1) =09 and r (0) = 0.3 cells /slot. while for the second case r (1) = 0.8 and r (0) = 0.4 cells /slot. It can be
clearly observed that the loss performance improves as the difference between the two rates decreases. For the
case with r(0)=0.3 and r (1) =109, the subframe lengths are 2 and 11 slots. These subframe lengths
correspond to ABR source rates of 0.5 and 0.091 respectively. Therefore. during a bandwidth mismatch initiated
by a VBR source rate change. the total rate on the link can increase up to 1.4 causing potentially high losses.
When the VBR source rate drops from 0.9 to 0.3, the total rate in the link decreases to 0.391 causing excessive
underutilization., However. when VBR rates are r {0) = 0.4 and r (1) = 0.8, the corresponding ABR rates will
be 0.5 and 0.167. During a bandwidth mismatch the total rate on the link will be at most 1.3 or at least 0.567.
Compared to 1.4 and 0.391. the ovcrutilization and underutilization in this case are decreased. Theretore. a
decrease in the ABR ccell Toss probabilities occurs.

5. Conclusions

In this paper, the impact of network and source time scales on the performance of ABR applications is
studied. The network time scale is defined as the transmission time of a cell. The VBR time scale is defined in
terms of the rate of change of the VBR source rate. The ABR time scale is defined as the minimum distance
between consecutive blocks of consecutive cells generated by the ABR source.

While the impact of the network time scale has been considered in detail in the past. that of other relevant
time scales has not been investigated. The main contribution of this paper is the study of the impact of the VBR
and ABR time scales on feedback based tlow control.

The increased VBR time scale has a positive impact on the ABR loss performance. This is due to the fact
that. less trequent VBR rate changes (or bandwidth mismatch cycles) occur when the VBR time scale increases,
resulting in reduced ABR cell tosses. Increasing the ABR time scale (or the batch size). results in decreased loss
probability up to a threshold beyond which the situation is reversed. The optimal batch size — defined to be the
one corresponding to this threshold - increases with the buffer capacity. as the capability of absorbing larger
batches by the buffer increases with increased buffer space. For large propagation distances the optimal batch
size is greater than one. even for small buffer capacitics. As the propagation distance decreases, the optimal
batch size decreases as well, This may be due to the reduced positive impact of the ABR time scale for
decreased propagation delay.

The major conclusion of this work is that in addition to the network time scale. the ABR and VBR time
scales may impact substantially a feedback based flow control as well. Thus the impact of all svstem time scales
should be considered in order to accurately evaluate the effectiveness of a flow control algorithm. Also, based
on this study a new class of transmission policies for the ABR sources 1s defined which may result in better
system efficiency. Thus. departing from the periodic B, = | policy, (B, = n (n = 1)) policies may be more
etficient. Further study will focus on development of a new framework for ABR traffic management based on
this new policies.
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