\ | /

Determining the Call Admission Region for
RealTime Heterogeneous Applications in

Wireless TDMA Networks

Jeffrey M. Capone, Arizona State University and loannis Stavrakakis, Northeastern University

Abstract
The call admission problem for a wireless packet-switched network supporting
homogeneous applications — such as a cellular voice network — is an old one

and has been extensively investigated in the past. The focus of the present article is
to investigate the call admission region for a TDMA (wireless) system supporting
heterogeneous realtime VBR applications with distinct QoS requirements and traffic
characteristics. The QoS is defined in terms of a maximum tjerable packet delay
and dropping probability; packets may be dropped due to delay violations or
channel-induced errors. The call acceptance region is investigated in this article
under the assumption that each user’s per-frcme resource (slot) requests are commu-
nicated fo the scheduler (resource allocation authority). The call accepfance region
is shaped by the QoS that can be delivered by the uplink scheduling policy. In the
beginning of this article, some mechanisms employed to inform the scheduler of the
users’ requests along with some scheduling policies are discussed. While these
scheduling policies identify QoS points in tie call admission region, they cannot
reveal the entire region. In this article, an approach is outlined on how to precisely
determine the call admission region {largest set of QoS points delivered under any
scheduling policy) for a TDMA system. This approach is shown to lead to the pre-
cise description of the reduced call admission region in the presence of channel
errors. In order to demonstrate the performance improvement provided by an error
control scheme, a simple QoS-sensitive forward error control protocol operating
over an erroneous channel is employed, leading to an enlargement of the calculat
ed call admission region. Findlly, it is shown that feasible scheduling policies exist
which do deliver at least the minimum QoS requirement of the applications whose
associated Qo$ vector falls within the determined call admission region.

n a wireless network many users communicate over a
shared unreliable channel. Several network architectures
have been designed to facilitate this communication, but
@ typically only cater to one traffic type. These architec-
tures include a medium access control (MAC) protocol to
coordinate the sharing of the channel and possibly an error
control scheme to combat the unreliability of the wireless
link. Two popular time sharing approaches are carrier sense
multiple access (CSMA) and time-division multiple access
(TDMA). In CSMA, the user senses the channel and, if it is
idle, transmits a packet (information unit) without any coor-
dination with the other users. Collisions are possible, in
which case retransmissions are scheduled after a random
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amount of time. The service delivered to the supported appli-
cations may be classified as “best effort.” In TDMA time is
divided into periodic frames, and each frame contains a num-
ber of time slots. Each time slot is the time required for the
transmission of a packet (plus some guard time). A base sta-
tion (or central access point) coordinates usage of the time
slots, which allows for service diversification. The downlink
(base to terminal) traffic is broadcast from the base station,
and therefore can be centrally controlled at the base station.
The transmissions on the uplink (terminal to base) are dis-
tributed among the geographically dispersed users, and coor-
dination typically takes place in two phases, call establishment
and channel access.

At call establishment, users typically request access
through a control channel with request packets. Since there
is no coordination among these users, there is a possibility
of collision between two or more request packets. To
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Reguest channel

resolve such collisions, a con-
tention resolution protocol is
employed in the control chan-
nel. During call establishment,

C Assngned CBR siot

where slots are allocated to var-
ious classes of service (e.g.,
CBR, VBR, and ABR), and ser-
vice requests are processed at

an amount of bandwidth (mea- o - W i avalable for VAR frafﬁc frame boundaries, is illustrated
sured in time slots per frame) is ' A Slot avarlable for ABR trafﬁc in Fig. 1.
requested for servicing the call. ' In [1}, the VBR traffic

If the call is requesting constant
bit rate (CBR) service (or cir-
cuit-switched), the user is allo-
cated (scheduled) a fixed
number of slots per frame for the duration of the call. If the
-request cannot be accommodated, the call is blocked from
service. If the call is requesting variable bit rate (VBR) ser-
vice, where the bandwidth needed to service the call may
vary over time, the user must dynamically update its band-
width requirements.

Due to the lack of resources in a wireless network, the con-
tinuous provision of information on the status of the require-
ments for the distributed sources may not be possible. The
information needed to assign transmissions may only be
updated periodically or at discrete moments, as in [1-5].
These systems use a combination of control channels, piggy-
backing on information-bearing packets, and polling proce-
dures for the communication of allocation requests and
transmission assignments between the base station and source.
Once the request is received, a transmission scheduling policy
at the base station must be employed to decide on the access
rights to the channel. Therefore, channel access for VBR
applications is achieved by engaging two mechanisms: the sig-
naling mechanism, which conveys the bandwidth requests to
the base station, and a transmission scheduling mechanism
which decides the amount of resources allocated to each
application.

In the following section, channel access techniques that
are designed to support integrated services such as CBR
and VBR are discussed, with emphasis on the support of

_ VBR service. Access and scheduling for wireless voice net-

works employing speech activity detection is then discussed,
providing insight into the development of the region of
achievable quality of service (QoS). We next examine the
impact of the wireless channel and a QoS-sensitive error con-
trol scheme on the region of achievable QoS. It is then shown
that feasible scheduling policies exist which do deliver at least
the minimum QoS requirement of the applications whose
associated QoS vector falls within the determined call admis-
sion region.

Channel Access for Integrated Services

Channel access techniques for integrated services in a TDMA
environment have been proposed in numerous publications
(e.g., [1-10]). The common objective of these schemes is to
enable sharing of resources among diverse applications while
delivering the required QoS. Typically, the services to be sup-
ported are designed to be compatible with the prevalent net-
work architecture for integrated services over fiber/copper-based
channels, ATM. Some of the services offered by ATM to sup-
port the various traffic classes are CBR, VBR, and available
bit rate (ABR). The focus of this article is on support of VBR
service in a wireless network.

In [1], access and scheduling are based on a multiservice
dynamic reservation (MDR) TDMA frame format. At the
beginning of each uplink MDR TDMA frame, a slotted
ALOHA control channel is employed for accommodating
allocation requests, followed by a number of slots available
to service the VBR traffic. A typical uplink TDMA frame

l Figure 1. 4 lypzcal uplznk TDMA frame Structure sup-
porting CBR, VBR, and ABR traffic classes.

sources are assigned slots based
on a usage parameter control
(or scheduler), that achieves
statistical multiplexing. The dis-
tributed-queuing request update multiple access (DQRU-
MA) protocol is proposed in [3]. In that work, the channel
access is performed on a slot-by-slot basis by providing a
request channel at the beginning of each uplink slot. The
source may request access at the beginning of each uplink
slot and listen for permission on the downlink for the next
uplink slot. In addition, a contention-free request channel is
formed by “piggy-backing” the allocation requests on the
uplink information-bearing packets. The emphasis of this
work is on the signaling of requests, not the scheduling of
transmissions. The DQRUMA scheme is similar to the
Dynamic Slot Assignment (DSA) protocol proposed in |2, 6].
In the DSA protocol, each uplink burst contains capacity
requirements of the source that are used by the scheduler at
the base station which performs a slot-by-slot allocation. In
addition, a cyclical random access channel is provided to
convey the requests from sources that have been previously
inactive or have an urgent packet. The authors propose to
use an earliest due date (EDD)-type policy for scheduling
these transmissions. Another protocol, Service Integration
for Radio Access (SIR**), proposed in [7], is designed to
service a generic mixture of traffic by allocating a fixed
amount of slots per frame to each source, then allowing
competition for the unused slots based on a random access
approach. The authors attempt to tailor the performance
delivered to the sources by managing the amount of fixed
bandwidth and best-effort bandwidth allocated to each
source. In all the above channel access schemes, signaling
occurs at discrete and typically periodic instances — explicit
and continuous exchange of control information needed for
scheduling is not possible due to the limited resources
(bandwidth).

The performance of the scheduling policies in [6, 7] are
evaluated for different combinations of heterogenecous VBR
sources. In [5, 8, 9], the scheduling policies are designed to
meet (if achievable) the diverse QoS required by the set of
VBR applications. In addition, a call admission policy is
developed. In [5], the authors propose a polling strategy to
accommodate the VBR traffic. A polling generation period is
determined for each VBR source so that each packet meets
its delay constraint. The authors develop a very conservative
scheme and provide only for sufficient conditions to ensure
that the scheduling policy can deliver service satisfying the
delay constraints of the VBR sources. The authors claim that
this may be fine in an environment where resources are abun-
dant, such as ATM; however, in a wireless environment where
resources are scarce, the efficiency of the scheme should be
improved by considering probabilistic QoS guarantees. Proba-
bilistic QoS guarantees are considered in [8, 9] and in this
article. For example, packets from a particular source (such as
voice or video) may only need to meet their delay constraint
99 percent of the time, and can tolerate being dropped other-
wise. In this article, necessary and sufficient conditions in
order for the probabilistic QoS to be achieved are presented,
leading to bandwidth-efficient call admission control and
scheduling algorithms.
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TDMA Voice Networks

Before a scheduling policy can be
designed, it should be known
whether or not the required perfor-
mance can be delivered to the set
of VBR sources through some
scheduling policy. In the following,
this question will be addressed for
a set of statistically identical VBR
sources — a set of voice sources
employmg speech act1v1ty detec-
tion.

Many channel access protocols
have been developed that exploit
the pauses [11] in the traffic from
voices sources, for example,
PRMA** and E-TDMA [12-14].
In these protocols, one time slot
per TDMA frame is allocated to
each active source. When an inac-
tive source becomes active, the source notifies the base station
of its activity by transmitting a request packet through the
control channel. There is the possibility of packet collision in
the control channel, however, typically the amount of
resources appropriated to the control channel is enough so

“that the probability of an allocation request being successful is
close to unity [13]. Once the base station receives this notifica-
tion, the scheduler assigns to the source a slot (if available) in
the TDMA frame. If a slot is not available in the current
frame, the packet is not serviced and is dropped at the source

-as a result of excess delay [13, 14]. Therefore, the packet
dropping probability is influenced by the amount of resources
and the number of sources competmg

Consider a system of N voice sources each with act1v1ty fac-
tor v accessing 7 slots in the uplink of a TDMA frame. T is
the number of slots in the TDMA frame available to service
the VBR applications (Fig. 1). In this system, the total num-
ber of requests that arrive in frame n, Ag(n), can be modeled
as a binomial random variable [11] with mean Ny. As previ-
ously mentioned, if the voice packet is not serviced during the
frame following its arrival, it is dropped. The system packet
dropping probability,

bs _ bg

E[Ag(m] Ny’

is then the ratio of the expected number of packets dropped

per frame to the expected number of packets that arrive per
frame [13, 14]. The expected number of packets dropped per
frame (or system dropping rate) is

bs = {E[rs(n)[As(n) > T] - T3P(hs(n) > T). D

The formulation of Eq. 1 allows for the development of a
call admission rule. Simply limit the maximum number of
voice sources, NV, so that the packet dropping probability

bs <00,
Ny

where 2 percent is considered to be the maximum tolerable
packet dropping probability. In this system, an explicit
scheduling policy is not needed. The implicit nondiscriminat-
ing scheduling policy would induce the same (system) packet
dropping probability to all sources as a result of their homo-
geneous traffic characteristics.

The above policy will not be able to deliver the QoS
requirements to the supported applications if they have
diverse traffic characteristics and/or QoS requirements. When

B Figure 2. Achievable service for a homogeneous
system under a nondiscriminating policy.

heterogeneous sources with diverse
QoS requirements share the same
resources, an explicit scheduling
policy is needed to prevent heavily
active applications (sources) from
capturing more resources and
receiving better than the required
service at the expense of compro-
mising service to the other applica-
tions. In addition, in such a diverse
environment it is not sufficient to
only check that the system drop-
ping rate (or dropping probability)
is satisfied.

The QoS requirements of each
application, i, can be described in
terms of a maximum tolerable
dropping probability p;. The corre-
sponding maximum tolerable pack-
et dropping rate, d; (measured in
expected number of dropped pack-
ets per frame), is easily determined by d; = pjA;,, 1 < i< N.
The QoS vector associated with the supported applications
can be defined in terms of the (performance) packet dropping
rate vector d = (dy, dy, ..., dy).

Consider the following example where two heterogencous
sources, which may require multiple slots per frame, compete
for T = 5 slots. Sources 1 and 2 have an average packet
arrival rate of 3.0 and 1.6 packets/frame and a variance of 1.8
and 3.84 packets/frame, respectively. In this example, the QoS
vector d is assumed to be d = (dy, dp) = (0.781, 0.099), and
therefore the associated maximum tolerable system packet
dropping rate is equal to dg = dy + dp = 0.790. It turns out
that the maximum tolerable system packet dropping rate is
satisfied by the system (i.e., by £ dg = 0.790). However, even
if source 1 is removed from the system, it can be shown that
the dropping rate delivered to source 2is 0.10; thus, the QoS
vector is not achievable under any policy.

The main question investigated in this article is whether or
not a scheduling policy exists that can deliver a given QoS
vector d. To answer this question, the region of achievable
QoS vectors is established. It is based on a set of inequalities
and an equality constraint derived by employing work-con-
serving (nonidling) arguments. Details regarding these deriva-
tions can be found in [8-10].

Achievable QoS and Call Admission Region
in an Error-free Environment

The region of achievable QoS is the set of points (perfor-
mance vectors) that can be delivered under some policy. The
determination of the region of achievable QoS leads to the
development of a call admission rule. For example, if, with the
addition of the new source, the new multidimensional target
QoS vector is in the region of achievable QoS vectors, the call
can be admitted since there exists some policy that can deliver.
the target service to each application. If the call cannot be
admitted and more resources can be made available, a pre-
cisely defined region of achievable QoS can also be used to
determine the minimum additional resources required in
order for the new call to be admitted.

Considering the homogeneous case discussed in the pre-
vious section, the performance delivered to the applica-
tions under a nondiscriminating policy is known, and it is
seen in Fig. 2 for a system of two sources where equal
dropping rates are delivered to each source. This policy
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identifies one point in the region of achievable QoS. If
service diversification is desired, it is impotrtant to estab-
lish the level of diversification possible; that is, the set of
points (dy, d3) that can be delivered by any (discriminating
and nondiscriminating) policy. Referring to Fig. 2, if it is
desired to improve the performance delivered to source 1,
what effect does this policy have on the QoS delivered to
source 2, what are the bounds on the service delivered to
each source under some policy, and how precise are these
bounds?

In the following, the region of achievable QoS for a set of

arbitrary VBR sources competing for an error-free channel is
precisely described. In an error-free channel all transmitted
packets are successfully received. In this case, the delivered
QoS is shaped practically entirely by the packet discarding
process at the transmitter (source) due to delay violations; the
latter occur when the demand exceeds the amount of avail-
able resources for a sufficiently long period. Thus, the perfor-
mance is limited by the amount of available resources
(resource-limited). However, the achievable QoS in a wireless
network is shaped not only by the amount of available
resources and the employed resource management scheme,
but also by the channel quality (interference). In addition,
lower layers may substantially influence the design of higher-
layer protocols. Therefore, the achievable QoS is shaped col-
lectively by the capabilities of the physical channel, error
control, and the MAC protocols. These issues are investigated
in the next section.

Throughout this article, channel access is based on the
general uplink TDMA frame format shown in Fig. 1, where
T slots are available to service the N heterogeneous real-
time VBR sources (applications). Since allocation requests
are processed at the beginning of each frame and packets
are not synchronously generated at frame boundaries, the
sources are required to buffer the packets at least until the
beginning of the following frame. As a result, the source
packet arrival process can be described in terms of a general
arrival process embedded at frame boundaries. No addition-
al assumptions for the packet arrival process are necessary at
this point.

Packets which cannot be transmitted over the frame (ser-
vice cycle) following their arrival are considered to have
excess delay and are dropped at the source (transmitter); that
is, all applications have a common packet delay tolerance, but
may have diverse packet dropping rates. Diverse maximum
packet delays in addition to dropping rates are also consid-
ered. In both sections, the region of achievable QoS, and
therefore the call admission region, is precisely described.

Common Delay Tolerance

At the beginning of each frame »n each source i will request a
random number of slots denoted by A;(n). If the aggregate
demand in frame n, Zfilki(n), exceeds the number of slots
available to the VBR traffic T — referred to as an overloaded
frame — decisions must be made regarding the amount of ser-
vice that will be provided to each source The portion of slots
under policy f allocated to source i, af(n), may be less than
required by that source, A;(n), due to resource limitations.
Packets from a source which do not receive service over the
frame following their arrival are considered to have excess
delay and are dropped at the source. The number of packets
from source i dropped in frame n will depend on the schedul-
ing policy! f and is given by

1 Throughout this article all scheduling polices are work-conserving, that
is, no slots are left idle when there are packets present to transmit.

=0 if 3 A(m<T
df (ny= A;(ny—a (n) = JA<i<N. @)

20 if I A>T

Let df = E[d{(n)], af = E[af(n)], and A; = E[A;(n)] be the
(assumed time-invariant) expected values of the associated
quantities.

The individual dropping rate, d;, can be controlled by the
scheduling policy f. However, regardless of the scheduling pol-
icy, the total number of requests that exceed the number of
resources 7 in each frame is conserved. Therefore, under any
scheduling policy the expected number of packets dropped in
the system is a constant. That is, the policy f will allow for
diversification in the QoS delivered to the individual applica-
tions, but the system dropping rate remains conserved. This
result can also be seen by summing Eq. 2 over all sources i €
S = {1, 2, ..., N}, and by considering the expected value of
the associated quantity, which yields

N
df = E{Zdif (n)] = {E[).S (mfAs(m)>T]~ T}P(/ls(n) >T). 3
i=1

As can be seen from Eq. 3, d]; is independent of the policy
f; it only depends on the aggregate arrival process, Ag(n) =
3 s Ai(n), and the number of resources T. Therefore, the sys-
tem dropping rate dy is conserved under any work-conserving
policy f and denoted bg.

This conservation property constitutes a necessary condi-
tion for a QoS vector d = (dy, ds, ..., dy) to be achieved by
some policy f, associated with the sum of the components of
the QoS vector, dg = Z;c s d; = bg. In the special case of a
homogeneous system, such as the wireless voice network
described earlier, satisfying the system performance is suffi-
cient to guarantee that the target QoS vector is achievable.
This result has been established in [8].

For a heterogeneous environment, satisfying the system
dropping rate does not ensure that the QoS vector is achiev-
able (as shown earlier). The lower bound on the achievable
performance for a subset g of sources under some policy f
must also be considered. This lower bound is found by consid-
ering the subset of sources in isolation and examining the
induced fperformance

Let d} denote the average subsystem g packet dropping rate
under pohcy £ defined by

gﬁqzq#w] Yo Eldf )=, 41

That is, dg is equal to the aggregate packet dropping rate asso-
ciated with sources in group g only, under policy f; all N sources
in § are assumed to be present and served under policy f.

The lower bound on the performance delivered to set g is
found by considering a system in which only sources in g are
present; sources in set {S ~ g} are considered removed and all
of the resources are allotted to sources in g. This lower bound
is given by

by = {EDy(n) | Xgln) > T1 = TPOhgln) > T), “)

where A,(n) denotes the aggregate arrival rate from sources in

setg, g S, that is, A,(n) = Ziep Mi(n).

It is apparent that no policy can deliver a lower dropping
rate than b, to sources in set g when all sources in S are pre-
sent; theref%re the following conditions,

VgcS.

dgz b, Vgc, ®)
dS = bs, (6)

are necessary in order for a QoS vector d to be achieved by
some scheduling policy f. It can also be shown that the condi-
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tions in Egs. 5 and 6 are sufficient [8]. That is, the perfor-
mance given by any vector in the region described by Egs. 5
and 6 is delivered by some work-conserving policy f.

Let © denote the collection of all vectors d satisfying Egs. 5
and 6. Then by definition 2 is a convex polytope [15]. Using
results from convex polytopes [15], any vector in set D can be
expressed as a convex combination of extreme points (ver-
tices) of ; that is, 0 may be expressed as the convex hull of
its extreme points, D = conv[exp(D)].

In addition, it can be shown [8] that d* is a vertex of set D iff
d* is a dropping rate vector resulting from an Ordered Head
of Line (O-HoL) priority service policy & = (nq, Ry, ..., TN);
me{l,2,..,N},m# m, 1<ZJ<NThe1ndeX0fnL1nd1—
cates the order of the pr10r1ty given to the m; source. None of
the m; sources, j > i, may be served as long as packets from
sources Ty, kK <- i, are present.

Figure 3 provides a graphical illustration of the region D
for the case of N = 2 and N = 3 sources. The extreme points
correspond to QoS vectors d induced by the N1 O-HoL priori-
ty policies © = (14, T, ..., Ty). Referring to the upper part of
Fig. 3, it may be observed that the policy (1, 5) = (1, 2) cor-
responds to the intersection of the line for the lower bound
on the packet dropping rate for source 1, by, with the system
dropping rate, by 3. Similarly, the second extreme point

;ﬁgure 3. The region (polytope) D for a system with two and
three sources.

induced by the policy, (1, np) = (2, 1), is the intersection of
the lower bound on the packet dropping rate for source 2,
byyy, with the system dropping rate, byy2). Similar observa-
tions can be made for region D for a system of N = 3 sources,
shown in the lower part of Fig. 3.

As can be seen in these figures, the aggregate dropping for
the system is conserved. In addition, a performance bound on
each subset of sources can be identified. These bounds are
established from the set of inequalities in Eq. 5. From the
region of achievable QoS described above, the call admission
region can be precisely described.

The call admission (CA) region is the set of QoS vectors
for which a policy that delivers the target or “better” QoS vec-
tor can be found, and is used to control admission into the
network. Admission is based on the current state of the net- -
work, the new source characteristics, and QoS requirements.
For example, if, with the addition of the new source, the new
multidimensional target QoS vector is in the CA region, the
call can be admitted. If the new multidimensional target QoS
vector is not in the CA region and more resources cannot-be
made available, the call is blocked.

The call admission region, 4, associated with the region of
achievable QoS vectors D is established by relaxing the equali-
ty condition on the system performance. It is defined to be
the region of vectors d satisfying

d;> b, Vg S
g Ug ’ 7
dsz bysy. @)

It is shown in [8] that if d € 4 then there exists a vector
d’ € P which is such that d; < d; for all Vi e S. This result
implies that if the target QoS vector d is in 4, there exists a
policy which can deliver d or “better” (i.e., less than the drop-
ping rate required by any source); the CA region for systeims
with two and three sources is depicted in Fig. 4. '

Diverse Delay Tolerance

In this section a nontrivial extension to the work presented
earlier is developed by allowing for further diversification in
the QoS. By considering diverse maximum tolerable delays in
addition to dropping probabilities, some new and interesting
problems emerge. The region of achievable QoS vectors is
established for policies that are work-conserving and satisfy
the earliest due date (EDD) service eriterion (WC-EDD);
such policies are known to optimize the overall system perfor-
mance [16]. Under the WC-EDD family of policies, denoted
7, the conservation property is maintained which makes deter-
mining the region of achievable QoS possible. The key to
understanding the conservation property for this system is to
examine the residual traffic process.

In this system, depending on the QoS requirements, pack-
ets that cannot be transmitted over the frame following their
arrival may be dropped (due to delay violation) or delayed
to compete for service in the next frame. As seen in Fig. 1, a
TDMA system in which arrivals are considered at frame
boundaries may be modeled in terms of a discrete time sys-
tem in which packet delays are measured in frames (1 frame
= L time units). In this system, the N VBR sources are par-
titioned into two classes, $1 = {1, 2, ..., K} and S, = {K +
1, K + 2, ..., N}. Packets generated from sources in Sy have
a common maximum delay tolerance of L time units (1
frame) and packets generated from sources in S, have a
common maximum delay tolerance of 2L time units (2
frames).

New arrivals from sources in set S, that are not serviced in
the present frame form the residual traffic in the following
frame. Consider the residual traffic as illustrated in the real-

. ization depicted in Fig. 5.
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In the realization? in Fig. 5, if a WC-EDD policy is
employed, then four out of the five packets with a service
deadline (or due date) in the current frame will be served,
the remaining one dropped, and the new arrival from class S,
will form the residual traffic in the next frame (n + 1).
According to any WC-EDD policy, all three packets with ser-
vice deadlines in frame (# + 1) will be served during the
frame, as well as one of the two packets with service dead-
lines in frame (n + 2). Which new arrival is serviced in frame
(n + 2), and which forms the residual, is a function of the
scheduling policy. As long as a WC-EDD policy is employed,
the aggregate residual traffic is conserved. That is, the
scheduling policy allows for diversification of the individual
residual traffic, but the aggregate is conserved. Since the
aggregate residual traffic is conserved, the aggregate drop-
ping rate is also conserved.

Although the total aggregate residual traffic Ay is indepen-
dent of the policy f, the aggregate residual traffic from any
subset g, g < Sy, is dependent on the selected policy.

Future evolution of the total aggregate residual traffic pro-
cess, Ag(n + 1), depends on the present values of Ag(n),
Ag,(n), and Ag (n). Therefore, if an independent identically
distributed (iid) arrival process is assumed, then Ag(n) is
Markovian and its stationary distribution can be easily derived
[9]. Once the distribution of the residual traffic is found, a
similar approach is used to establish necessary and sufficient
conditions in order for a QoS vector d to be achieved by a
WC-EDD policy f.

The extreme points of the region of achievable QoS
(established for WC-EDD policies) are the dropping rate
vectors resulting from Deadline-Sensitive Ordered-HoL
(DSO-HoL) policies. A DSO-HoL priority service policy is
defined as a policy which first separates packets into two
sets: those with a service deadline in the current frame and
those with a service deadline in the next frame. Packets from
sources with a service deadline in the current frame are ser-
viced according to a priority service policy, m = (my,
mge-my); M € {1, 2,..,N}, m; # m;, 1< 4,j< N. The index
of m; indicates the order of the priority given to the m; source
to service packets having a service deadline in the current
frame. None of the m; sources, j > i, may be served as long
as packets with current service deadline from sources 1, k£ <
i, are present. After servicing the packets having a current
deadline, the same service policy, T = (7, ®y, ..., Ty), is fol-
lowed for packets from sources that are present which do
not have a current deadline.

From the example shown in Fig. 5, it is evident that the
employed EDD policy imposes restrictions on the level of

o 7»5 (n)' : Ne'w arrivals from

3
?ksz(n) ;

) :Residtjal 'tra’fﬁ’c: from set S

M Figure 5. Realization of residual traffic.

Dro mg ate; 'source 3

B Figure 4. Call admission region for a two- (N = 2) and three-
(N = 3) source system.

QoS diversification that could be achieved otherwise. For
instance, new arrivals from class S, cannot be serviced in the
presence of packets from class §;, imposing a limit on the
minimum dropping rate for sources in class S,. This limit is
higher than the dropping rate achieved if, for instance, all
packets (new and residual) from sources in class S, had ser-
vice priority over those in Sy.

In most of this section, the family of WC-EDD policies is
considered for the following reasons. First, the WC-EDD
policies are known to minimize the system packet dropping
(delay violation) probability [16], resulting in throughput max-
imization. Unlike a centrally controlled case in which the ser-
vice deadlines or due dates would form a continuum or may
be drawn from a large collection of values, only two service
deadlines (due to the limited exchange of control informa-
tion) are considered in the TDMA environment in this sec-
tion. As a consequence, a potentially large number of packets
from different sources will have identical service deadlines or
due dates (one of two values); thus, significant room for drop-
ping rate diversification may be possible without departing
from the WC-EDD policies.

2 In this diagram T is chosen to be equal to L for illustration purposes;
however, typically T < L.
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If the QoS vector is not in the
region of achievable QoS vectors
under the WC-EDD policies, it can
be concluded that such a level of
QoS diversification may be achieved
only at the expense of system
throughput [17]. This might suggest
that the sharing of resources by such
diverse applications may need to be
restricted by allowing for resource
sharing by less diverse applications.
However, by deriving an upper
bound on the region of achievable
QoS vectors under any policy, it can
be determined whether a given QoS
vector is not achievable.

Droppmg rate source 1

Effects of the Wireless
Channel and an Error
Control Scheme on the
Region of Achievable
QoS and the Call
Admission Region

Many error control architectures
have been proposed to enable wire-
less ATM [18, 19]. The primary
focus of these works is to design a
forward error control (FEC) code
and an ATM header error correc-
tion (HEC), producing a concate-

As discussed above, the region of
achievable QoS vectors induced by
WC-EDD policies (denoted here
DEDDY js described by the set of
vectors whose components satisfy,

dg> DFPP Vg c S, ®)
dS — bEDD.

where b¥PP and bEDPP are lower bounds on the performance
of WC-EDD policies.

It is well known that the WC-EDD policies optimize the
system (S) performance by minimizing the system dropping
rate. Therefore, any policy that attempts to improve
(decrease) the dropping rate for a subset of sources g beyond
the lower bound by relaxing the EDD condition will result in
an increased system (S) dropping rate. That is, the lower
bounds on the dropping rates achieved by the WC-EDD poli-
cies and the class of policies which do not necessarily satisfy
the EDD condition (denoted here as an unconstrained, UC,
policy) satisfy the following conditions:

bEDD > pUC Vg S, ©)
bUC > bEDD‘

bYC is the unconstrained lower bound on the dropping rate for
the sources in set g. This bound is achieved by considering
that packets from sources in set g only are present and ser-
viced under a WC-EDD policy; sources in {S — g} are consid-
ered absent.

Since no pohcy can do better for sources in set g than bJ¢
when all sources in § are present, the following necessary con-
ditions must be satisfied by any QoS vector d which is achieved
under some policy,

> pJC Vv, 8, (10)
dg> bEPD.

The inequalities in Eq. 10 are only necessary and not suffi-
cient in order for a QoS vector d to be achieved by some pol-
icy. Therefore, the inequalities in Eq. 10 provide for an upper
bound on the region of QoS vectors achieved under any poli-
¢y, denoted as DYCY, and contains 4EPD — the call admis-
sion region under the EDD family of policies. Figure 6
depicts the regions PEPD, ,‘ZLEDD and PUCE for the case of
two sources.

The upper bound, PUCY, depicted in Fig. 6 contains all vec-
tors that can be achieved under any policy; therefore, the call
admission region (CA) is a subset of DYCU, That is, the region
DUCY contains the set of all vectors whose performance is
induced by any policy.

] Flgure 6 Necessary petformance bounds under
any policy and the sufficient bounds for the WC-
EDD family of policies.

nated code which protects the ATM
cell header against undetected
errors; undetected errors in an
ATM cell header can lead to mis-
routing and other impairments. In
[18], the architecture also involves a
traditional data link automatic repeat request (ARQ) protocol
applied only to traffic that is not sensitive to increased delays.
Recently, an ARQ scheme has been developed to accommo-
date real-time service [20]. The result is achieved by schedul-
ing the feedback — acknowledgments (ACKs) and negative
acknowledgments (NAKs) based on the relative urgency of
the transmitted packets; in addition, if the due date of the
packet has expired, the packet is discarded and the receiver
notified. In this manner, the number of retransmissions of
each packet is controlled. In [10] and in this work, the proba-
bility of correct reception of a packet is increased (or the
probability of dropping reduced) by transmitting multiple
copies of certain packets (before the packet has expired) with-
out any feedback. In this way, the probability of packet drop-
ping can be controlled by the scheduling policy which controls
the number of copies transmitted from each source based on
the QoS required by the applications. The focus of this sec-
tion is to examine the impact of the wireless channel and a
simple QoS-sensitive FEC scheme on the region of achievable
QoS.

‘Effects of the Wireless Channel

Although the necessary resources may become available on
time, packets may be corrupted due to channel errors and be
dropped at the receiver. Under these conditions, the perfor-
mance is limited by the interference introduced in the channel
(interference-limited). Such packet discarding may occur with
a frequency comparable to that of packet discards at the
transmitter due to resource limitations. As a consequence, the
region of achievable QoS vectors is shaped by the packet dis-
carding process at both the transmitter and the receiver due
to resource and interference limitations, respectively. In this
section the effect of the wireless channel on the region of
achievable QoS established earlier is studied. In that system,
packets from a source which do not receive service over a
frame following their arrival are considered to have excess
delay and are dropped at the source.

The effects of the wireless channel are modeled as in [18],
where a Gaussian noise channel with random bit erasure
interference is considered. The erasure process might be pro-
duced by a burst noise process which produces bursts of era-
sures. However, in [18], an interleaver/deinterleaver is
employed to turn the erasure bursts into statistically indepen-
dent bit erasures. Therefore, in this system packet erasures
are considered to be statistically independent and occur when
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the interference in the channel is such that the packet is cor-
rupted beyond correction. The corrupted transmitted packets
are discarded (dropped) at the receiver.

The event that the packet is corrupted and therefore
dropped is a function of interference in the channel, the
transmitted power, the coding scheme, and the packet length.
Let Z be an indicator function of a packet erasure. That is,

{1 if the packet is corrupted

0 otherwise an

Therefore, the expected value of Z, E[Z] = B, is the proba-
bility that a packet is corrupted by the channel and dropped.

Considering the combined impact of scheduling policy f and
the physical channel, the number of packets from source i
dropped in frame # due to the above competition for the
resources and the interference in the channel is given by

()
2ozt Zn

f
K=ol o+ 3o Pz, w3

o it ¥ A m<T
P (m= o (12)
A>T

Z,, is an indicator function associated with the transmission of
the mth packet from source i. Considering the effects of the
wireless channel, it must be determined whether under given
channel conditions a QoS vector is achievable under some pol-
icy f.

The earlier results can be extended to account for channel
quality. The system dropping rate is derived in [10] and is
given by

d§ = AEDs(n) [As(r) > T) = T(L= IPOS) > T) 3
+B{EMs(n) [ As(n) < TPHP(Rs(n) < T).

As can be seen from Eq. 13, d§ is independent from policy f; it
only depends on the aggregate arrival process, the number of
resources T, and the channel characteristics 3. Therefore, the
system dropping rate, df, is conserved under any work-con-
serving policies f and is denoted by.

The lower bound on the aggregate packet dropping rate
(with channel quality B) for sources in set g is given by
be = {E[Ag(n) [Ag(n) > T] = T(1 ~ B)}P(Ae(n) > T) (14)

+BLEA() [ Ag(n) < TIHP(Ag(n) < ).

The region of achievable QoS is shaped by both the amount
of available resources and the level of interference in the
wireless channel. To illustrate this, consider the following
example of two sources competing for T slots in a TDMA
frame. The source packet arrival processes are assumed to be
mutually independent. Each arrival process is embedded at
the frame boundaries. The number of packets generated (and
requesting service) by a source in the current frame is (proba-
bilistically) determined by the present state of the underlying
arrival process.

In this example, each VBR source is modeled by discrete-
time batch Markov arrival process embedded at frame bound-
aries, with mean rate of 3.6 and 3.2 packets per frame, and
variance of 2.04 and 3.36 packets per frame, respectively. Such
an arrival process could be used to model a low rate video
source, such as H.263.

In Fig. 7 the conserved system packet dropping probability

_bs
E[Lg(n)]
is plotted as a function of available resources T (time slots)
for an error-free channel (i.c., B = 0) and a wireless channel

with channel quality § = 0.02.
As can be seen in this figure, there are three distinct

pPs =

== Error-free channel
== Error-prone channel

Resource-fimited

Interference-/resource:

limited interference-limited

B Figure 7. System packet dropping probability in an error-free
channel and a (nonideal) wireless channel with channel
conditions § = 0.02.

regions of operations: resource-limited, interference-/resource-
limited, and interference-limited. In the resource-limited region,
the performance is primarily determined by the amount of
available resources. This result is evident since the packet
dropping probabilities for the systems with the error-free
channel and the (nonideal) wireless channel are almost identi-
cal. In the interference-limited region, the dropping probabili-
ty in the error-free channel is zero, while the performance in
the wireless system is limited by the interference and given by
B = 0.02. The performance in the interference-/resource-limit-
ed region is determined by both the available resources and
the level of interference in the channel. In this example, the
system packet dropping probability in this region ranges from
10-! to 10-2, an operation region of interest for real-time
applications. It is important to note (as shown earlier) that, in
general, satisfying the system packet dropping rate (probabili-
ty) is only necessary and not sufficient to guarantee that the
target QoS vector is achievable.

The Impact of QoS-Sensitive Error Control

An error control scheme can be added to combat the effects
of the wireless channel in an interference-/resource-limited or
interference-limited system. Due to the real-time constraints
of the supported applications, traditional ARQ strategies are
not possible. In this section, a simple FEC scheme is described
as in [10] to illustrate the impact of this layer on the region of
achievable QoS and the CA region.

To combat the effects of interference, the error control
scheme considered in this work will generate multiple copies?
of certain packets for transmission over the current frame.
This strategy will improve the probability of correct reception
(or reduce the probability of packet dropping at the receiver)
while meeting the real-time service constraint. Copies are
transmitted only during underloaded frames utilizing the
remaining resources (T — Ag(n)). Transmitting a copy from a
set g during an overloaded frame would reduce the probability
of packet dropping at the receiver for set g, but would force
an original packet from the complement set {S - g} to be

" dropped at the source. The effect would be that the aggregate

dropping rate for subset g of sources is reduced, but the
aggregate dropping rate for complement set {S - g} is
increased by an amount greater (in realistic systems) than the
decrease attained for subset g, causing the overall system
dropping rate to increase. In view of the above discussion, if

3 The copies are not used in an error correction scheme.
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w== Error-free channel
== Error-prone channe
-
Error control

B Figure 8. The impact of the QoS sensitive error control scheme
on the system packet dropping probability in a wireless channel
with channel conditions § = 0.02.

the objective of the error control protocol is to minimize the
system packet dropping probability (or, equivalently, packet
dropping rate), and therefore maximize 'system thronghput,
then multiple copies of packets can be sent only during under-
loaded frames — utilizing the remaining resources.

During underloaded frames, the sender generates multiple
copies of certain packets for transmission over the current
frame. The number of copies generated by the sender is a
function of the scheduling policy and the amount of remaining
resources. It is shown in [10] that a policy which attempts to
“fairly” allocate the remaining resources among sources will
result in the minimum system dropping rate. The policy is fair
in the sense that the number of (re)transmissions allocated to
source i is proportional to the number of packets requiring
service in the frame,

—_—
7‘S( ) i

The results found earlier can be modified to account for
the impact of the QoS-sensitive error control protocol. Con-
sidering the effects of the physical channel, the scheduling
policy and the error control protocol, the number of packets
from source i dropped in frame # is given by

Zl (n)HR+1m Zq

!
hm—af +X %Pz, it A>T
Due to the granularity in the system (i.e., resources can be
allocated only in integer multiples), all packets are transmitted
Al T
R= ,
As(n)

number of times, where L. denotes the integer part, and a
subset of packets X = (T — Ag(rn)R) can be transmitted one

it Ag(m)<T

df )= JISi<N. (15)

R21

BToble 1. The impact of channel quality and error control on the
region of achievable QoS.

Error-free channe
~ - Enorprone channel,
Error control

W Figure 9. The call admission region A for the two-source system
given in the third section, in an error-free channel, and in a
wireless channel (B = 0.02) with and without QoS-sensitive
error control.

additional time, (R + 1). 1}, € {0, 1} and indicates the depen-
dency of the additional transmission of a copy of packet m on
the fair policy f, where

S0 =X, V.

ZZis an indicator function associated with the gth transmis-
sion of the mth packet from source i. The system dropping
rate is conserved regardless of to which set of sources the
packets that are transmitted one additional time belong. It is
easy to show that the system dropping rate is given by

bs = {E[As(m) [ As(n) > T] = T(1 = B)} P(As(m) > T)
+ E[XBRH 1 As(n) < T P(hs(n) < T) (16)
+ E[(As(n) = X)BR | As(n) < T] P(As(n) < T).
Therefore, under any fair work-conserving policy, the system
dropping rate (given in Eq. 16) is minimum and also con-
served.
With the addition of this error control protocol the lower

bound b, for the aggregate packet dropping rate for sources in
g under any fair work-conserving policy f is determined to be

bg = {Eg(n) [Ag(n) > T] - T(1 - B)} P(Ag(n) > T)
+ E[min[A (n), XIpR+1 | 4, < T P(he(n) < T) a7
+ E[max[0, Ag(n) = X|BR | Ag(n) < T] P(Ag(n) < T).
The expected value in Bq. 17 is with respect to {A,(n), As(n)},
which is easily computed since P(Ag(n) = i ks(n) =j)=
P(hy(n) = i)P(his_1(n) = j = i). The expressions in Egs. 16
and 17 reduce to Egs. 13 and 14, respectively, for R fixed and
equal to 0. The extreme points in this case correspond to Fair-
Ordered-HoL (F-O-HoL) priority service policies. An F-O-
HoL service policy is an O-HoL service policy T = (y, 70y, .-,
my) in which the additional retransmissions are also allocated
according to .

With the addition of the QoS-sensitive FEC scheme, the
region of achievable QoS for an interference-/resource-limited
or interference-limited system can be improved compared to
the system not employing the error control protocol. The
impact this protocol has on the system packet dropping proba-
bility for the example described earlier is shown in Fig, 8.

In this figure, the performance of the two systems is com-
pared to that in an error-free environment. As can be seen in
this figure, the system employing the error control scheme
induces a lower packet dropping probability (and therefore
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higher throughput) than the system without it. The impact is
most significant in the interference-/resource-limited and
interference-limited regions. In these regions the system with
the error control scheme takes advantage of the remaining
resources and can reduce the packet dropping probability. In
the interference-limited region, the packet dropping probabili-
ty can be made arbitrarily small if resources are abundant.

The impact the QoS-sensitive error control has on the
region of achievable QoS 9 and the call admission region 4 is
illustrated in Table 1 and Fig. 9, respectively. In this figure, 4
is derived for the system of sources given earlier and with T' =
10 slots. Thus, according to Fig. 7, the system is
interference/resource-limited. As it can be seen, the proposed
error control protocol moves the call admission region toward
lower dropping rates. This implies that a larger collection of
QoS vectors can be accommodated. '

Scheduling Achievable Performance

The development of the region of achievable QoS D present-
ed above leads to the identification of a class of scheduling
polices capable of delivering any achievable performance. This
result can be derived (with minor modifications) for any of
the regions present in this article.

The result follows from the fact that 9 can be written as a
convex combination of the extreme points (vertices) dey.; of
D. That is, if d € D, then

Nt
d= Zizlaidext—l
for some o =(04, dy,..., Oz) Where

. !
;20 1<i<NL T o =1

Therefore, by selecting the (O-HoL, DSO-HoL, or F-O-HoL,
depending on the environment under consideration) priority
policy that induces the extreme point dy ; of © with probabil-
ity oy, any QoS vector in P can be delivered. This class of poli-
cy is referred to as a mixing (O-HoL, DSO-HoL, or F-O-HoL)
priority policy. In most systems, several mixing priority poli-
cies exist that can deliver the target dropping rate vector. This
allows for the incorporation of additional constraints repre-
senting other desirable qualities of the policies which are
important in wireless ATM. For instance, among all the mix-
ing policies inducing d, the one which minimizes the variance
of the service provided to certain sources may be selected.

Conclusion

In this article the call admission region is precisely described
for a system of real-time heterogeneous VBR sources compet-
ing for an unreliable wireless channel (slots of a TDMA
frame). The QoS has been defined in terms of a maximum
tolerable packet delay and packet dropping probability (or,
equivalently, packet dropping rate). Packets from sources in
the system were dropped as a result of delay violations (slots
may not become available on time and a source is forced to
drop the packets with excess delay) and channel-induced
errors (corrupted packets are dropped at the receiver). As a
consequence, it has been shown that the call admission region
is shaped by both the interference in the physical channel and
the amount of available resources, and it can be impacted by
a QoS-sensitive error control scheme.
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