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Study of Various TDMA Schemes for Wireless
Networks in the Presence of Deadlines and Overhead
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Abstract—The objective of this paper is to determine the next generation wireless systems are expected to be multiser-
minimum system dropping rate (or, equivalently, dropping prob-  yjce cell-switched based networks. On the other hand, wireless
ability) induced by time division multiple access (TDMA) schemes LAN’s are now expected to provide real-time services such as

supporting time-constrained applications with common maxi- . id d bl . Thi
mum cell delay tolerance. Expressions are derived for the induced 'Mage, video, and possibly voice support. This convergence

system dropping rate for various TDMA schemes with differ- drives a demand for a single network architecture capable
ent overhead and the maximum number of users than can of supporting all aforementioned services in an integrated
be admitted in the network without violating the maximum  fashion, which should also be compatible with the fixed ATM-

dropping rate constraint is determined. The system dropping rate . . . o
achieved by suboptimal TDMA schemes is compared against the based mtegratgd services network. For this reason, it will be
optimal (although ideal) TDMA scheme performance. The per- natural to consider an ATM-based protocol for the local and

formance limiting factors associated with the suboptimal schemes broadband wireless network [2], [3] namely wireless ATM.
are identified, and the magnitude of their (negative) impact is  System architectures to enable “wireless ATM” (WATM)
evaluated. Based on this information it is possible to point 10 pa\e gready been developed [4]-[6]. They employ a data link
performance improving modifications which should be pursued to | | bat th liability of the wirel
the extent permitted by technological constraints. Finally, based ¢Ontrol (DLC) layer to combat the unreliability of the wireless
on this derivations a network designer may choose the best link and a medium access control (MAC) protocol to organize
TDMA scheme—among realizable variations of those considered the sharing of the multiaccess channel. MAC’s for WATM
here—to use in a particular situation. have been examined in [4] and [7]-[11]. They all employ time
Index Terms—Adaptive time division multiple access (TDMA), division multiple access (TDMA) with on-demand assignment
deadline, dropping rate, multiaccess, overhead, quality of service, of the transmission resources by a central agersicheduler
variable frame. It is believed that a TDMA-based MAC provides the best mix
of cost, range, interference and performance [12].
|. INTRODUCTION Since the wireless channel is a medium shared by dis-
IRELESS communications networks, e.g., cellular tel tributed users, its 'aIIocatlc.)n presents some distinct prob[ems
ﬁ{gm those associated with the allocation of outgoing link

phony, have grown in the past two decades to beco ; vals t fixed network node. In the latt
a sizeable part of the telecommunications market [1]. ThigSources lo arrivais to a fixed network node. In the fatter

rapid growth is due to some highly desirable properties of @€, the scheduler has complete knowledge of the demand

tetherless terminal, such as mobility, and has been enabled?c resources as soon as th?Y are gener_ated (o_cgurrence of
oming link arrivals). In addition, scheduling decisions (re-

advances in digital signal processing technology—which ha . X :
lead to the reduction in size, power consumption and cost $Urce assignments) can be implemented instantaneously, due

the mobile units—and the assignment of radio spectrum 5} the collocation of the scheduler and the workload in the
public (e.g., personal communications systems) and privt€d node. In a dynamic wireless environment though, the
(e.g., wireless LAN) wireless networks. scheduler needs to be communicated by the distributed users

Two major wireless networking technologies have emerge®f: their demands for resources, as well as inform the users
cellular systems (originally designed to support voice applic8f itS decision (slot assignment). This communication takes
tions in a wide area network) and wireless LAN's (developeg@ace at discrete points in time [4], [7]-[11], and it is not
to support computer data applications in a local area networkpntinuous due to communication resource limitations. It is
Currently, these two technologies are converging. CellulfPplemented by employing various mechanisms such as a
systems have evolved from an analog network (AMPS) g@ntrol channel, piggy-backing on information bearing cells,
a circuit-switched based digital network (e.g., GSM) and ti@nd polling procedures; such mechanisms introduce some

overhead in the system.
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or, equivalently, when its remaining delay tolerance reachksre this scheduler will be the one implementing the shortest
zero and its service is not completed; the remaining deléiyne to extinction (STE) service discipline [13], that is, serving
tolerance is equal to the maximum delay tolerance when tbells in the order of increasing remaining delay tolerance and
cell is generated and decreases by one in every subsequiopping expired (zero delay tolerance) cells. It is clear that
slot (cell service time unit). Such QoS parameters are typicatlye STE service discipline is similar to the earliest due date
associated with real-time applications such as voice and vidéBDD) service discipline (proposed in [15] and [16]) in that
In a real wireless network, there are two other causéswill never schedule a cell with a later due date (expiration
for cells being dropped: a higher bit error rate due to théme) before another cell with an earlier due date (expiration
wireless channel and handoffs due to the user’'s mobility. thne). EDD may schedule a cell, however, who's due date
complete analysis of QoS guarantees in wireless ATM netwdnlas already past. Scheduling such an expired cell—that is no
should necessarily include these different causes of cell beiogger useful—may result in waste of bandwidth and it is
dropped. Such an analysis is complex and is out of the scapgoptimal. STE will always discard such an (expired) cell.
of the present paper. However, it should be noticed that thAay attempt to deviate from the STE service discipline—to
three different causes of cells being dropped obey to differesuntrol delay jitter, establish some type of fairness, diversify
mechanisms. Cells being dropped at a handoff depend the induced dropping rate, etc.—can only increase the resulting
mobility pattern and number of users in the network. Th@verall) system dropping rate [13], [14]. For this reason, the
probability of transmission error will depend on the noise arf8TE service discipline will be assumed to be employed by the
characteristics of the channel (i.e., memoryless, flat fadirgcheduler in all TDMA schemes considered here, to induce
etc.). The number of cells dropped because their delay time minimum dropping rate possible. As it will be pointed
accessing the medium was greater than their maximum detayt later, some deviation from the STE service discipline
tolerance (deadline expiration) depends on the variability wfhich does not increase the induced dropping rate is easily
the aggregated traffic. The present work is oriented towargcognizable for certain TDMA schemes. Finally, it should be
understanding the mechanism involved in the dropping of celieted that all schemes considered here are work conserving
due to deadline expiration. This understanding is fundamenéadcept for the fixed frame length TDMA scheme.
to network designers, especially in wireless ATM networks. The first TDMA scheme (Section Il)—referred to as the
An ATM network is expected to support different classesleal continuous entry TDMA (ICE-TDMA) scheme—is
of traffic. The analysis of a system with sources of differemtquivalent to a (centralized) dynamic TDM as it would be
classes is also complex and out of the scope of the presergetployed in a fixed network node. No frame structure is
paper. Constant bit rate (CBR) sources does not requpeesent and the scheduler is assumed to have knowledge
overhead in coordination with the central station and availabd¢ all past arrivals at the time when they occur. Thus,
bit rate (ABR) and unspecified bit rate (UBR) sources deells are considered by the scheduler as soon as they are
not have a deadline. Only variable bit rate (VBR) sourcegenerated (continuous entry) which would not be feasible
present both characteristics: variability in the traffic and having a wireless environment (ideal). The ICE-TDMA scheme
a maximum delay tolerance. Therefore, VBR sources are thunder the STE service discipline employed by the scheduler
best choice to study the mechanisms governing the droppiagindicated earlier) will be the optimal scheme against which
of cells due to delay expiration. After this understanding iall other—more realistic—schemes will be compared. The
gained, it is easier to a network designer to provide a solutioell dropping rate induced by the ICE-TDMA scheme is
that also handles CBR, ABR, and UBR sources. Therefomglculated by deriving a closed form expression, as opposed
in the present paper VBR-like sources were considered. Titedeveloping a numerical solution which is the case under
additional assumption that the sources were memoryless wias other TDMA schemes considered in this paper. This
made to allow a mathematically tractable solution. study provides insight into the more realistic TDMA schemes
The objective in this paper is to determine the minimunm addition to determining the lower bound on the system
systemdropping rate (or, equivalently, dropping probabildropping rate under any TDMA scheme supporting the same
ity) induced by various TDMA schemes supporting timeset of applications.
constrained applications with common maximum cell delay The second TDMA scheme (Section lll)—referred to
tolerance. Based on these derivations, the optimal (or of largast the ideal variable frame length TDMA (IVFL-TDMA)
“capacity”) TDMA scheme—among those considered—wibkcheme—employs a frame structure of variable length, at the
be determined, which is another objective of this studypoundaries of which scheduling decisions are taken. A gated-
From the study of these TDMA schemes it will be possibISTE service discipline is employed which starts servicing
to identify the performance limiting factors associated withccording to the STE service discipline the cells arrived
the suboptimal schemes, determine the magnitude of theéafore the beginning of the current frame only, until all such
(negative) impact and to point to performance improvingells are either served or dropped, marking the end of the
modifications which should be pursued to the extent permittedrrent frame. The scheduler is assumed to have knowledge
by technological constraints. of the exact time when past arrivals occurred when scheduling
For the minimum system dropping rate to be induced indecisions are taken only, as opposed to when these arrivals
TDMA scheme, the employed scheduler must try to minimizeccur; the latter is the case under the ICE-TDMA scheme.
the number of cells dropped per unit time (slot). In th€onsequently, the gated-STE service discipline could schedule
environment with time constrained applications considereells differently than the STE and, thus, suboptimally. This
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could be the case if an earlier arriving cell has a remainifgnong the latter, there is a comparison of the performance
delay tolerance greater than that of a later arriving cell at tirduced under the RVFL-TDMA scheme and the optimal real
time the later cell arrives. If such arrivals occur during differerftxed frame length TDMA (RFFL-TDMA) scheme discussed
frames then the gated-STE service discipline would schedulext.
for service the earlier cell first while the STE service discipline The fourth TDMA scheme (Section V)—referred to
would schedule the later first. As a result, the performanes the real fixed frame length TDMA (RFFL-TDMA)
of the gated-STE service discipline may be suboptimal. Acheme—assumes a fixed frame length, a fixed part of which
long as always earlier arriving cells have a remaining delay considered to be overhead. Tight bounds on the induced
tolerance less than or equal to that of a later arriving cell at thgstem dropping rate are derived. The case of zero frame
time the later cell arrives, then the scheduling decisions of thgerhead—Ileading to the ideal fixed frame length TDMA
STE and gated-STE policies would coincide and the resultifig-FL-TDMA) scheme—is easily analyzed as a special case
system performance be identical. The above condition holds the RFFL-TDMA scheme by setting the frame overhead
in the case in which all arrivals have the same maximum delagual to zero. It should be noted that a real fixed frame length
tolerance which is assumed to be the case in this paper. TDMA (RFFL-TDMA) scheme can be a nonwork conserving
In view of the above discussion it is evident that thecheme since empty slots may be left in a frame while cells
system dropping rate induced under the ICE-TDMA andre waiting for service.
IVFL-TDMA schemes will be identical. Because of the delay In a RFFL-TDMA scheme the slots of the fixed frame
associated with the arrival information availability to andan be preassigned to a specific application, rendering the
scheduling decisions by the scheduler under the gated-S@%thange of requests/assignments between users and scheduler
service discipline, the IVFL-TDMA scheme is expected to bennecessary. In this case the frame overhead can be eliminated,
less flexible (and potentially less effective) in selecting cellsading to the fixed frame TDMA (FF-TDMA) scheme, where
to be discarded in order to meet a QoS specification requiritite scheduler assignments are static (do not vary on-demand).
service discrimination or fairness, delay jitter control, etc. This is basically the TDM scheme employed in the T-1 system
Despite the fact that the system performance is identidar voice transmission. While the FF-TDMA scheme will out-
under the ICE-TDMA and IVFL-TDMA schemes, there argerform any other TDMA scheme under proper frame sizing
several reasons justifying the presentation and study of thed regular applications (constant traffic type of applications),
IVFL-TDMA scheme. First, the IVFL-TDMA scheme requiresit would be very inefficient in the presence of variable traffic
less communications overhead than the ICE-TDMA schengpplications. In the latter environment allocating the time slots
one exchange every frame versus every slot, respectivedynamically upon demand would improve performance. Since
If a separate communications channel is available and d&e slots are not reserved, some communications resources
be utilized for request/assignment exchanges between Wi# need to be utilized for the request/assignment information
users and the scheduler then both the ICE-TDMA and IVFiexchange between users and scheduler leading to a RFFL-
TDMA schemes become feasible, more so the IVFL-TDMADMA scheme if some frame overhead is used for this
though, due to the lesser (more realistic) information exchange@mmunication. Thus in a dynamic traffic environment in
overhead. Second, the IVFL-TDMA scheme is a limiting casghich portion of the time—as opposed to other resource—is
of (or can be extended to) the real variable frame lengéixpended for the exchange of request/assignment informa-
TDMA (RVFL-TDMA) scheme (Section 1V), which considerstion, the RVFL-TDMA and RFFL-TDMA schemes could
explicitly the request/assignment overhead as it is presentbi@ employed. As the results will demonstrate, the induced
practical (deployed) systems. Thus, the insight gained as waystem dropping rate under the RVFL-TDMA scheme is lower
as the analysis developed in the study of the IVFL-TDMAhan that under the best RFFL-TDMA scheme employing the
scheme are useful for the study of the RVFL-TDMA scheme@ptimal length for the fixed frame.
For the later analysis purposes, an alternate analysis of thé\ discussion on the applicability and relative (compara-
IVFL-TDMA scheme is presented in Section Il despite théve) effectiveness of the various TDMA schemes studied in
fact that it leads to the same numerical results as the differ&fctions 11-V is presented in Section VI along with a number
approach developed for the study of the ICE-TDMA schen® numerical results.
in Section Il. The common environment assumed in all TDMA schemes
The third TDMA scheme (Section IV)—referred to as th€onsists ofN memoryless time-constrained applications with
real variable frame length TDMA (RVFL-TDMA) scheme—isidentical maximum delay tolerance equalfotime units; the
similar to the IVFL-TDMA scheme, only that a fixed amountime unit is referred to as the (time) slot and is assumed to
of time during each frame is utilized for request/assignmeh¢ equal to the cell service time. Thé users compete for
exchange between the users and the scheduler and not for &I time resource which is allocated by the scheduler at the
transmission (frame overhead). The RVFL-TDMA scheme g£heduling decision times, as indicated earlier.
the most realistic of the three presented so far and has been
employed in the wireless system developed in [11] (this system
also considers overhead of variable length). In the present IIl. THE IDEAL CONTINUOUS ENTRY
study the impact of the overhead is evaluated analytically TDMA (ICE-TDMA) SCHEME
by deriving tight bounds on the system dropping rate andAs indicated earlier, under the ICE-TDMA scheme the time-
a number of interesting comparative results are presentstbts are (re)allocated every time a new cell arrival occurs
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Fig. 1. Arrivals and departures at ideal continuous entry TDMA scheme.lu — P{ak — N} for w = 0, ..., n is the probability of

exactly . arrivals at any point in time, and is the mean

(continuous-entry scheme). It is assumed that no time agival rate, that isA = Dot Ml

consumed for the users to make their reservation nor for thelhis method is computationally reliable and simple, and

scheduler to inform the users of its assignments (ideal scheniBfre are available several computational tools. The previous
Let ¢, denote the time at the beginning of theh time slot. €Xpression is valid for different values of the mean arrival rate

It is assumed that the transmission requests (namely arrivdfy) €ven greater than one. For moderate values sfich that

and the cell departures occurs at slot boundaries, that is at tirffé& terms correspondent to the dominant pojglargest root

{t,}, with & = 0, 1, ..., +oo. Without loss of generality it of D(z)] dominate over the othe_r poles’ terms, the dropping
is also assumed that a cell transmission (if any) is completéj€s may be accurately approximated by
attimet,” (i.e., the departure process is right-continuous) and N(rg)rF—1
that cell arrivals (if any) occur af (i.e., the arrival process d(T) ~ =TT (N'(ra)[ 1)
d

is left-continuous). Fig. 1 shows a sequence of such events.
Let @ denote the number of cells in the system at time 1=rq N(ra)
t; (just after a departure but before the new arrivals);ajet ~ For the case of interest, when< 1, for large values of the
denote the number of arrivals#; let b, denote the number of maximum delay toleranc€l’ > 1/(1 — r4)) the dropping rate
cells departing at time, (zero or one). Itz cells arrived at  function will be dominated by an exponential function on the
then the last of these cells would have to wait@@r+ay time  dominant polery. Thusd,.(T") & arl wherea is a constant
slots before its transmission is completed. If this time is great@$ explained in Appendix I-C and would depend on the traffic
than7" time slots then this cell will not meet its deadline andate, variance and “shape” [functidi(z)]. For smaller values
will be dropped. It is easy to see that the scheduler will dragf 7 (7 < 1/(1 — r4)), the dropping rate will be dominated
Qw + ax — T cells. Note that it is not necessary to drop thby a inversely linear function or¥’ with constant values
last Q. +ax — T cells but anyQ;. +a; — T cells in the buffer dependent on rate, variance and “shape” of the arrival process.
at timet,". This is in contrast to the gated scheme (discuss¥dhen the arrival rate increases closer to one, the linear region
later) under which only cells which have not been scheduledtends for a greater set df's and the dependence of the
for transmission yet can be dropped. constants in the “shape” dD(z) is decreased. In the limiting
The number of cells in the system at timg,; (after the case wher = 1, the linear region will dominate the dropping
last departure but before any new arrivals) is given by rate for all values of” and its constant values will depend only
in the first three moments [and not in the “shape”[9fz)].

Qpy1 = min{T, Qn + ax} — bpy1 For large values ofl’, only the first two moments produce
= min{7, Qx + a1} — L(system_Busy} - a significant effect in the dropping rate, which is otherwise
) ) independent of the “shape” of the arrival process.
From the abovep < @ < T — 1 for any value ofk. Thus a closed-form solution for the dropping rate as a func-

Since{a;} are independent and identically distributed (i.i.d§on of the maximum delay toleranc&’Yis found. The same
random variables (because the sources are memoryless), figgntity will be derived again by following a different pro-
the procesg @y} is a Markov process with transition matrixcedure in the next section where the IVFL-TDMA scheme is
(P;) (ie., P; = P{Qip1 = i/Qx = j}), derived in analyzed. Although that procedure is less insightful, it will be
Appendix I-A. Then, the steady-state probability distributio§MPloyed with minor modifications in the study of the RVFL-
of Qs is expressed as a function &t as shown in Appendix TDMA scheme (considering the frame overhead). The drop-
I-B. Using the steady-state probability distribution Gf ping rate computed in Section Il represents the optimal (min-
and the probability distribution of the arrivals, a closed-forrfinal) dropping rate that any TDMA scheme can achieve under
expression for the dropping rate is derived in Appendix the same traffic characteristics (set of supported applications).
C. It turns out that the dropping rate as a function of the

maximum delay toleranc# can be described as the quotient ll. THE IDEAL VARIABLE FRAME
between two IR (infinite impulse response) filters as follows LENGTH TDMA (IVFL-TDMA) S CHEME
(see Appendix I-C): The IVFL-TDMA scheme described briefly in Section | is

analyzed in this section.
Let t] denote the instant of theth scheduling decision or
Z-HY (=)} beginning of thekth service cycle (frame); lek;, denote the

ooy = ZHNEXE)
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Fig. 2. Events and quantities of interest for the (a) ideal and (b) real variable frame length TDMA schemes.

length of this frame . = ], — t{) as shown in Fig. 2(a). A
Without loss of generality, the arrival and departure processes 4 AM( T)
are assumed to be right continuous. If no cell is waiting for i dr«
transmission at time¢], the present service cycle is empty and T
the next service cycle begins after one time slot. That is, an " (1)
empty service cycle has a duration of one empty time slot. k1
From the above and since any cell waiting for more tfan
time slots must be discarded, it follows thakK L, < T. s
In the following sections, the dropping rate is evaluated -y
using the following procedure: first, the conditional expected
number of dropped cells in a frame given that the length
of the previous frame id, namelyEi/L(T), is computed, fr=T+T-L
superscript! stands for ideal. Second, using the transition T-Ly4[ T k-1
probability matrix (Pig.), describing the next frame length
given the current one, the steady-state frame length probability > T
distribution]‘[f is calculated. Finally, the dropping raté(7’)
is computed from the following expression:

L1
Fig. 3. Arrivals (waiting cells) during thék — 1)th service cycle.

T
I 57
Er {EI/L(T)} Z ILi d,,(T) 7 time slots after the beginning of the previous service cycle
I _ r =1 .
d7(T) - E{L} o T I . (2) Ak—l(T) = R(tk—l +7-) _ R(tk—1)7 0 S T S Lk—l-
;Z I Note that since sources are assumed to be memoryless, the

evolution of the proces$Ak_1(T)}f"5‘ does not depend on

. T time #;,_1 but only on the length of the previous cycle,_1;
A. Conditional Expected Number of Dropped Cells; (1) g1s0.4,,_; (0) = 0, since the arrival process is right continuous.

Let R(t) denote the cumulative arrivals up to (and includ- At time ¢/ the scheduler considers thé,_;(Ly_;) cells
ing) timet (right continuous). Letflk,l(r) (see Fig. 3) denote waiting for transmission, schedules some of them for trans-
the number of arrivals between timg | and¢] |+, thatis, mission (namelyL;) and drops the rest (namedy. ;).
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At time ¢ | + 1 there will have arrivedflk_l(l) cells,

1289

Thus, the conditional expected number of dropped cells

the last of which will have to wait thd.,; — 1 time slots at the present frame given the previous frame lengtiL is
remaining for the end of the previous service cycle, pIL(slﬁ/L(T)) is given by

Ak_l(l) time slots to complete its transmission. If this time
(Ak_l(l) — 1+ Ly_1) is greater than the maximum delay
tolerancer’, thenAk_l(l)—l—T—i—Lk_l cells will be dropped.

In general, the number of cells that must be discarded by time
9+, namelydy.(7), is given by

di(7) = max {0,  max [Av 1 (7)) = (7 +T — Lkl)]}

_ A nN_ f,
= maX{O, % [Ai () = £ ]}

where f.r =7/ +T — Ly_1, 0 < 7/ < Li_1. An example
of the evolution of the proces{s@k_l(v)}figl and the linear
function £ is shown in Fig. 3. Notice thaf, represents the
maximum number of arrivals up to time which can be
transmitted before their deadline expires. It should also b
noted that cells may be dropped even if the total number

dl, (1) :E{Czr,k/Lk—l = L}

- io dP{a?,,jk —d/Li_s = L}
d=1

+oo
> dP{d,  =d}
d=1

- io dP{m(L) =T — L+ d}
d=1

+oo
=Y dP(T - L+d).

d=1

From the above expression, the conditional expected number
ol dropped cells for all values of. (1 < L < 7T) may be

.. . H 1,22
arrivals over thg k — 1)th service cycle is less than or equaFompmed requiring a computational complexity®f; n“T*).

to 7". In fact, the number of cells which are dropped (will no
meet their deadline) is determined by the maximum differen®
between{Ak_l(T)}f‘__'g‘ and f., as indicated in the above
equation.

Let i (1) = max; <<, [Ar_1(7') — 7']. Thendy(r) can
be rewritten asl; (1) = max{0, 7, (7)— (T —Lx_1)}. Notice
thatd,,jk—the total number of cells droppedat that is at the
beginning of thekth service cycle—uwill be equal té(L._1).

il’his complexity may be further simplified if (11) in Ap-
gndix Il is applied in the above equation. After necessary
simplifications, the following recurrent formula is obtained:

!, (1) =, (T) + MGy (T)

n—1
+ Y ouPr (T —(L—1)— p) 3)

=0

n—1
Let A;(7), m(r), d;(7), andd,; with j = L,_; be the G (T)=Gp_1(T)+ Z wo P (T —(L—=1)—p) (4)

random variables associated wil_y (7), 7 (7), di(7), and
c?,,jk, respectively. These random variables do not depend on
the time ¢{ but only on the previous cycle’s length,_;
described byj. '

Notice that {4,(7)}._, represents a right-continuous,
discrete-valued, cumulative arrival process which has initial
value zero 4,(0) = 0), evolves forj time slots, and has

independent increments. The probability jofarrivals at any

n=0
min{n, e+1}
Z LPr_i(e+1—p), ife>1
pn=0
loPr—1(0) +loPr_1(1) ®)
+11PL—1(0)7 ife=0

0 elsewhere.

7

given discrete-time (increment) is given by, Forj = L;_;, With initial conditionsd, ((7) = Go(T) = 0, and Py(¢) =

by definition
o (N
m(T) = lgggr[flg () =1,

dj(7) = max{0, m(7) — (' = )}, dnj =d;(h).

6(¢) [i.e., zero always except &, (0) = 1], 0, was already
defined aso, = > '”/jl.+; in Appendix I-C! w, =

j=1

> =1 lu+j is the probability that more than cells arrive at
any given time slotG,(7') may be interpreted as the probabil-

ity that there is a cell dropped at the present service cycle given

Noti_ce_thatd,,jj den(_)tes the number of cells dropped at thg 5t the previous frame length wasand the maximum delay
beginning of a service cycle that follows a service cycle %Ierance i<z". Numerically G, (T) = +oo Pr(j) and

length j; its probability is given by
P{d. ; =d} = P{d;(j) = d}
[ P{m(G)=T—j+d}, fd>1
“\Pim()<T -4},  ifd=o.
Pj(e) is defined by
P{m(j)=e}, ifex>1
i(e) =q P{m(j) <0}, ife=0
0, elsewhere

! j=T—L+1
will always be lower than one.

It should be noted that sinc;(e) = 0 if ¢ < 0, the
summations in the above equation need to be evaluated only
for min{7 — (L — 1), n — 1} terms. Also, there is no need
to compute Pr,(e) for values ofe > T — L. Thus, using
the above recurrent expression, computing the conditional
expected number of dropped cells for all valuesidfi <
L < T) requires a complexity o (3nT? — in?T + in?)
when7 >> n. It is clear that the complexity has been reduced
by an order of magnitude. Even better, when> T the

and a recurrent expression for its computation Is presented IStrictly speakingro has not been defined before. It should be noted that

Appendix II.

O'OIA.
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= T}, then the following recurrent formulas holds:

PBI(i, T)
> WPBL(i—p 1),

§=0 <zn: le

€=

ifi<T —j4+7

n

>

pn=1

with the initial conditions

if i =0
elsewhere.

L,

PBl(i, T) = {0

The first equation holds since no cell is dropped in the actual

time slot ¢) wheni < T'—j+7; thus,B; (1) = B;(r—1)+a.,

Fig. 4. Number of “surviving” cellsB;,_;(7) among the cells arrived up wherea. is the number of cells arriving at time (as before

to time t{_, + 7.

l, = P{a, = 11}). The second equation holds since cells may
be dropped wheh= T'—j+r. Thus, given thaB,;(r—1) = =,

complexity is limited to beD(17%). This allow us to compute thenif @nd only ifja, > T'—j+7—x thenB;(r) = T—j+7.

the dropping rate even for the caserokqual to infinity.

B. Service Cycle Length’s Probability Distributiof,; (1)
The kth cycle length is given by

Ly = Ap_1(Lp_y1) — Czk(Lk—l)

and sinced_1(Ly_1) anddy(L_1) are correlated, it is not
easy to computel; = P{Ly = i/Ly 1 = j} from the

above equation. The proce@ék_l(v)}fig‘ with generic rep-
riasentation{Bj(T)}’T=0 (with 5 = Lj_1) will be considered.

From the above recurrent equatioﬂ§ may be calculated as

{

and then the steady-state probability distribution of the service
cycle Iength]‘[f = P{L; =i} can be computed.

Finally, the dropping rate,(T’) is computed fromi;. , (T')
and Hf by using (2).

PBI(i, T), if i >2
J J T
PBI(1,T)+PBi(0,T), ifi=1

Il _
ij

IV. THE REAL VARIABLE FRAME
LENGTH TDMA (RVFL-TDMA) SCHEME

The RVFL-TDMA scheme is analyzed in this section [see

By._1(7) represents the number of “surviving” (i.e., neitheFig. 2(b)]. The only difference between this scheme and the
dropped nor assigned for transmission yet) cells among tpeevious one (Section lll) is the consideration of the frame

cells arrived up to timej_, 4+ 7. Thus, for the variable frame
length case

~ ~

By 1(7) = Ap_1(7)—di(r) and Bj(r) = A;(r)—d;(7).

Ly 1

An example of the evolution of B;_1(7) oo is shown
in Fig. 4. This evolution can be interpreted as if the cells th

will have to be dropped, are being discarded as soon as this
realized, that is, each timB;,_;(r) tends to become greater.

than the linef, = T — Lj_; + 7. It follows that

Ly =By 1(Li_1)

PZIJ =P{Ly=i/Lr_1 =35}

{P{Ek_l(Lk_l) =i/lx_1 = j}, if i >2
P{Bk—l(Lk—l) =1or O/Lk_l IJ}, ifi=1

P{B;(j) = i}, if ¢ >2
Let PBi(i, T) = P{B;(r) = i/maximum delay tolerance

P{B;(j) = 1} + P{B;(j) =0}, ifi=1.

overhead. In this real scheme, the fiigt time slots at the
beginning of every service cycle are consumed by the user’s
transmission requests; theg time slots are referred to as
the reservation period. The nekt time slots are used by the
scheduler to inform the users of its decisions (slot assignments)
and are referred to as the information period. It is assumed that
g{)th Re and In are fixed and independent of the traffic load.
iThe kth service cycle begins at tim& — Re, when the
Sheduler begins to receive the previous service cycle’s arrival
information of each user. At tim& the scheduler has all the
required information, takes its scheduling decision and informs
the users during the nextr time slots. At timet] + In the
user’'s data transmissions (receptions) begin.

Let ti,j denote the time at which th@h user completes
the transmission of its request for slots of tth frame, that
is, provides to the scheduler information regarding its arrivals
over the(k — 1)th frame;#; — Re < t] ; < #{. Clearly, this
request will be based on user information (to be transmitted)
which is generated befoﬁyj. By assuming that this request
(atti j) represents all the information generated by ysantil
t9 or t] — Re, the auxiliary systemg andU are constructed.

S
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That is, the following key assumptions are made regarding thelet Eﬁ/j(T) be the conditional expected number of dropped
content of the requests from all users, leading to systémscells in the present frame given that the previous frame length
and U: was j, for the IVFL-TDMA scheme with maximum delay

L attimet! the scheduler knows about all arrivals up téolerance equal t@’ time slots, as computed in Section IlI-A;

time #7; let PBi(i, T) be the probability that cells survived among

[/ attime#] the scheduler knows only about the arrival§hose arrived over consecutive slots following the time by

up to timet{ — Re. which all past arrivals had already been considered, given that

Under the auxiliary systeni, a cell arriving over the the maximum number of survivi_ng ceII; up to this time is
interval (¢{ ., ) will be considered for service during the®qual tor + 7" — j as computed in Section II-B. Two cases
kth service cycle. Under the real scheme this cell will beed to be considered. /
considered for service in the + 1)th service cycle. Clearly, . Case life+In < j =L,y <T" =T — In. Processes
the cell delay under the real scheme will be shaped by &-1(7) and By, (7) (defined in Section IIl-B) evolve as
additional service cycle lengttRe + In + data) compared to Processesd;(r) and B,(r) with maximum delay tolerance
that under systemi. Thus, the auxiliary systerh outperforms £~ = 1" — In, respectively. Taking into consideration that
the real system. A similar argument between the real syste[rh = Bk—_l_(Lk—l).‘F RC_+In the following “adjustments” to
and auxiliary systen regarding cells generated ovef — Re, the qggntltles de_rlved in Section III_ .Iead to the corresponding
t4 ) establishes that the real scheme outperforms the auxiligiyantities associated with the auxiliary systém
systemU/. - -

Let the superscriptg, R, L, U indicate a quantity associ- df/j(T) :di/J(T —In)
ated with the IVFL-TDMA scheme, RVFL-TDMA scheme,
auxiliary systemL and auxiliary systeni/, respectively. In and
\Clzlfevl cc);:L tZedg?bivzilglscussmn it is easy to establish that Pf? = PBI(i — Re— In, T — In) )

The auxiliary systemd, and {7 will be studied to calculate
tight (as it will be shown) bounds on the performance induc
by the real, variable frame length, gated scheme.

v(v]hereEf/j(T) and P denote the conditional expected num-
er of dropped cells in the present frame given that the lengt

Ber of d d cells in th f [ hat the | h

of the previous frame ig, and the probability that the present

A. Dropping Rate Induced by the Auxiliary Systémi% (T’ ::aasrggclt(ievrg;h Isi given that the previous frame length js

Since the maximum delay tolerancefis the service of the  Case 2: 7" = T — In < j = Lj_1 < Re+T. The cells
last cell served over theth service cycle must be completedarriving at the firstj — 77 time slots of frame(k — 1)th will
by tj, + 7. Thus, the maximum length of a busy (at least onge discarded; for the remainirig’ time slots, A;_,(7’) and
served) frame will be equal t¢ + 7' — (] — Re). Due to B, (') will evolve as processes;(') and B;(r') with
the overhead, the length of an empty frame will be equal faaximum delay toleranc&” and length;’ = 7”. Then
Re + In. ThusRe + In < Ly < Re+ T for any k.

Let Ax_1(7), for 0 < 7 < Li_1, represent the number of dyy (1) =G =T+ In)A+d],p_p, (T — In)
cell arrivals (generations) over consecutive slots following
t9_, (as before, Section Ill); such arrivals will be considereend
for service during thekth frame [see Fig. 2(b)]. Clearly,

Ay _1(Ly_1) represents all the arrivals (betwe#h , andt?) P =PB} 1"(i— Re—1In, T — In) (7)
to be considered for service during thth frame.

Since A, (7) cells have arrived at tim&_, +7, then the where\ denotes the mean number of arrivals per slot.
last of these cells will have to wait;_; — Re — 7 time slots ~ Finally
[the remaining time for the end of th& — 1)th service cycle]

plus the overhead periodi¢ + In time slots) plusflk_l(T) RiT HL dat, (T)

time slots, in order to complete its transmission. Clearly, if this i 7 /i

time (A 1(7) — 7+ Ly _1 + In) is greater thaf” time slots d=(T) = ]:REJ;ZT (8)
some cells will be dropped. Thus, the number of cells arrived Z j H;

over (¢tJ_, tJ_, + 7) which must be discarded is given by S J

dj;(7) = max {0712@2‘7[&—1(7) - (T+T—In—Lk—1)]} where [[/ = P{L; = ¢ at systemL} and it is computed
o from PL.
} Additionally, an alternative expression to compute the drop-
ping rate is presented in Appendix V. Equation (13) does not
wherel’ = T'—In. ForL;_,; < T this expression is the samerequire the computation 0?[*/].(T) but on the other hand it
to the one obtained in Section IlI-A. The results of Section lis numerically unreliable. It is presented mainly to help in
for the conditional dropping rate and the frame length are stihe qualitative analysis of the RVFL-TDMA scheme (at the
valid here. conclusion).

p— A — /_
= max {0, IISI}I_E}‘)S(T[Ak—l(T) (7+T1"—Ly—1)]
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B. Dropping Rate Induced by the Auxiliary Systeémd? (')  as the maximum delay toleran@g the number of applications

In the auxiliary systend, arrivals over the overhead period!¥> the length of frame overhead, etc.—some of the results
Re + In are treated differently. The arrivals ovéte are point to the performance advantage of certain schemes over

served in the immediate service cycle while arrivals ofrer Others. _ _
are served one service cycle later. In the auxiliary system 1he lower and upper bounds on the dropping rate induced

all arrivals overRe + In are served later. Thus, the auxilianinder @ RVFL-TDMA scheme supportiny = 6 Bernoulli
systemU can be viewed as equivalent to an auxiliary systeH$€'s are calculated by employing the auxiliary systénasd
L with parametersie’ = 0 and In’ = Re + In. It is easy U and using the expressions derived in Section IV; the per
to establish that the performance of systehtan be derived US€r traffic rate is equal to 0.15. The results are presented

from the performance of the correspondifigsystem with " Fig- 5 as a function of the maximum delay tolerarite
delay tolerance reduced bye. That is, Re’ = Re, In' = In, and for various values ofHe, In). For the (small) values

and?T’ = T — R and finally of the frame overheaq}Y(e + In) considered turns out that
i the bounds are very tight, suggesting that the results under
dY(T) = dX(T — Re). the auxiliary systemL (lower bound) can serve as a good
approximation on the exact dropping rate. The results suggest
V. THE REAL FIXED FRAME LENGTH that a small increase in the length of the frame overhead results
TDMA (RFFL-TDMA) SCHEME in a significant increase in the dropping rate. Thus it may

be worth trying to reduce the length of the frame overhead

Consider the RVFL-TDMA scheme in which the fram : : ; : -
length Lj is not variable (on-demand) but fixed and equ;j%;m;g[%lgt?onmechamsms such as piggy-backing and arrival

to L ; time slots. As before, two auxiliary systems are defined. Fig. 6 depicts the lower bound on the dropping rate under
FL At time t; the scheduler knows about all arrivals URhe RVFL-TDMA scheme under different traffic configura-

to time tg- _ tions. The results are shown as a functiorfadind for various
FU Attime t; thge scheduler knows only about the arrivalgg|yes of (Re, In) = (ov, 0)— ov is short for overhead.
up to timet; — Re. Fig. 6(a) is derived for a set oV = 6 Bernoulli users with

Let the superscriptd’L, F'R, and FU indicate a quan- per user rate of 0.15 (total rate= 0.9); Fig. 6(b) is derived
tity associated with the auxiliary syste#il., RFFL-TDMA for a set of N = 5 Bernoulli users with per user rate of 0.20
scheme, and auxiliary systefil/, respectively. Similarly to (A = 1.0); Fig. 6(c) is derived for a set aV = 4 Bernoulli
Section IV, it is easy to establish thaf © < df'® < dfV. users with per user rate of 0.28 & 0.8); Fig. 6(d) is derived

The auxiliary systemsi"L and U/ will be studied to for a set of N = 50 Bernoulli users with per user rate of
calculate tight bounds on the performance induced by thed16 ( = 0.8).

RFFL-TDMA scheme. From the values in Fig. 6 (in log scale) the exponential
decay of the dropping rate can be observed for largdhis

A. Dropping Rate Induced by the Auxiliary is the case not only under zero frame overhead (as expected

SystemF'L, dF'"(T) from Section II) but also in the presence of frame overhead.

An approach similar to the one used before to compute tR¥ considering the results in Fig. 6(c)—(d) for small frame

dropping rate of the IVFL-TDMA scheme is employed herdverhead length it can bgz conclugjed.tha'lt. the induced dropping
The complete procedure is explained in Appendix Il. rate for N = 50 users [Fig. 6(d)] is significantly greater than
that for N = 4 users [Fig. 6(c)], although. = 0.8 in both

B. Dropping Rate Induced by the Auxiliary cases. Thl_s difference may be attributed to the larger variance
FU of the traffic for’V = 50 and decreases as the frame overhead
SystemiU, d; % (T) ) : i -
] o ) ) increases. Thus, the variance and burstiness of the traffic in
Using an argument similar to the one used in Section Nyqdition to the rate may impact significantly on the induced
B, it can be claimed that the syste#l/ can be viewed dropping rate.
as equivalent to an auxiliary systetfil. with parameters  The maximum number of users that can be supported under
! ! ] 1 . . .
Re! = 0 and In’ = Re+ In. Thus, it is easy to establishihe RVFL-TDMA scheme can be determined by considering
that the performance of systeil/ can be derived from the results in Fig. 7, presenting the dropping rate as a function
the performance of the corres_poncihﬁtjﬂ system with delay of the numberV of supported Bernoulli users and for various
to/lerance reduced _bﬁe. That is Re' = Re, In' = In, and  \3|yes of(Re, In) = (overhead, 0); note that for a given
T" =T - R and finally (frame) overhead length, settif§e = overhead andIn = 0
FU _ JFL will yield the lowest dropping rate for the particular TDMA
d,. " (T) = d. (T — Re). AR . .
scheme. The results shown in Fig. 7 quantify the (negative)
impact of the frame overhead on the system utilization when
VI. NUMERICAL RESULTS AND DISCUSSION a certain level of QoS (dropping rate) is to be delivered; the
In this section the performance of the various TDM#Aer user rate is 0.01 and the maximum delay tolerance is 100
schemes presented in this paper is investigated by employtilge slots.
the analytical studies presented in the previous sections. Inf a specific cell loss probability (as opposed to system
addition to evaluating the impact of the key parameters—sudbopping rate) is desired, then the cell loss probability can
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Dropping Rate (dr)
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Fig. 5. Dropping rate bounds under the RVFL-TDMA scheme versus maximum delay tolefgrfoe Yarious values ofRe, In); total traffic rate is\ = 0.9.

be derived as the ration of the system dropping rate afid =1 and the resulting TDMA scheme becomes equivalent
total arrival rate & = 0.01N). For example, for a maximum to the ICE-TDMA scheme.
cell loss probability of 102, reducing the frame overhead Results from Figs. 6 and 9 are plotted together in Fig. 10
length from four to zero will allow to increase the numbeto illustrate the improved performance induced by a variable
of supported users from’V ~ 78 to N ~ 87, an increase of frame (RVFL-TDMA) scheme compared to that of a fixed
approximately equal to 11.5%. frame (RFFL-TDMA) scheme. Fig. 11 shows the dropping
The (system) dropping rate under the RFFL-TDMA schenrate as a function of the number of users under both the
is shown in Fig. 8 as a function of the (fixed) frame lengtRVFL-TDMA scheme (results also shown in Fig. 7) and the
Ly; the frame overhead is given yRe = 2, In = 0) and RFFL-TDMA scheme. This figure illustrates the (positive)
7" = 100. In Fig. 8(a) is obtained foN =4 (A = 0.8) and and impact that allowing the frame length to vary on demand
(b) for N = 5 (A = 1.0) users, respectively; the per Bernoulliinstead of being fixed) has on the maximum number of
user rate is 0.2. Since the bounds on the dropping rate derietinitted users, when a certain level of QoS is to be delivered.
from the auxiliary systemst'L and F'U (Section V) are As before (Fig. 7), the users are Bernoulli with a per user rate
very tight, and only the lower bound is plotted. It can bef 0.01, the maximum delay tolerance is 100 time slots, and
observed that for a given set of supported applications théi®e, In) = (overhead, 0) (with overhead = 1, 2, 3). It can
exists an optimal (fixed) frame length (namdly) minimizing be noted that the gap between the schemes increases if the
the induced dropping rate. This optimal frame length is, iftame overhead length is increased or the required dropping
general, different for a different set of supported applicationsgte is reduced (higher quality of service). When it is required
as illustrated in Fig. 8. It should be noted that all results under deliver a dropping rate of at most 1, using the RVFL-
the RFFL-TDMA scheme presented below are obtained f@DMA scheme instead of the RFFL-TDMA scheme (for the
the optimal value of the (fixed) frame lengfH;. same overhead) will increase the number of admitted users by
The dropping rate under the RFFL-TDMA scheme enup to a 10%. This gain decreases when the induced dropping
ploying the optimal frame length’} is plotted in Fig. 9 rate is allowed to increase. When the required dropping rate
as a function ofT" and the values of the frame overheadk around 10* the difference in the number of admitted users
(Re, In) = (1, 0) and (Re, In) = (2, 0). The results are under both schemes will be around 3%. These figures (Figs. 10
shown in Fig. 9(a) for¥N = 4 (A = 0.8) and and (b) for and 11) quantify an important result of this paper.
N =5 (A = 1.0) Bernoulli users, respectively. Note that the The relative performance of various TDMA schemes is
case of zero frame overhead is not considered since in this calsewn in Fig. 12 under various traffic environmenté:= 6
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Fig. 6. Dropping rate versus maximum delay toleran€g for different configurations of the RVFL-TDMA scheme.

Bernoulli users each of rate 0.13 & 0.9) are considered in slots) while user/scheduler information exchange is assumed
case (a) and&v = 5 Bernoulli users each of rate 0.20 £ 1.0) without any overheadk(= 0).

are considered in case (N = 8 (N = 10) bursty users  The RVFLy-TDMA scheme (i.e.k = V) considered in this
with total rate of A = 0.8 (A = 1.0) are considered in casefigure assumes a contention-free request reservation scheme
(c) [case (d)]. A bursty user generates zero or ten cells pihich utilizesRe = N full slots per frame. That is, each user
slot with corresponding probabilities 0.99 and 0.01, resultifdfs its own full slot for reservationgy = 0. Typically, it is

in a rate of 0.1 cells/slot. Results are presented under Pected that minislots (as opposed to slots) would be assigned
FF-TDMA scheme withL; = N, the IVFL-TDMA (or ICE- 1O users for reservations yielding to a much smaller value of
TDMA) scheme and various RVEETDMA schemes, where £%¢: The results under RVEI-TDMA schemes are obtained

k represents the total overhead. The IVFL-TDMA scheme Ry émploying the auxiliary syster analyzed in Section IV.
the RVFL,-TDMA scheme withk = 0 (no overhead) The results shown in Fig. 12 demonstrate behavior an-

The FF-TDMA scheme withl; = N models a TDMA ticipated from the insight and discussions presented in this

scheme which allocates one slot to each user; no overhggﬁer' No scheme outperforms the IVFL-TDMA (ICE-TDMA)
' eme under any system configuration. Under bursty traffic

is present since ho communication between the users and tsiﬁee

heduler i imilar to the TDM sch d FF-TDMA scheme is the poorest under all valuesiof
scheduler 1S necessary (similar o the scheme USeC@ally 7 considered. Under the (less bursty, or more regular)
the T-1 system for voice transmission). The results und

®ernoulli traffic and rate\ = 1 the FF-TDMA scheme

this F_F—TDMA scheme can be obtained by calculating t%tperforms some of the RVRLTDMA schemes (foi: > 2),
dropping rate for each user from the study of B system |\ hile for lower rates X = 0.9) the FF-TDMA scheme is

with parameterd.; = N, Ke = N—1,andIn = 0 and adding oytperformed by the RVFL-TDMA scheme for smalk and/or
the results for all users. That is, each user may be viewgflge values ofT".

as being alone in a RFFL-TDMA scheme with overhead
Re=N-1,In = 0.

The IVFL-TDMA (ICE-TDMA) scheme—RVFL,-TDMA VIl.  CONCLUSIONS AND COMMENTS
scheme withk = 0—is the optimal scheme yielding the mini- A closed-form expression was developed for the lower
mum possible system dropping rate. No slots are wasted untdeund for the induced system dropping rate in a multiaccess
the IVFL-TDMA (ICE-TDMA) scheme (no preallocation of TDMA network supporting users with a common maximum
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Fig. 7. Dropping rate versus number of users for the RVFL-TDMA scheme; maximum delay toléfarca00 time slots.
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Fig. 8. Dropping rate versus frame length (fixed) for the RFFL-TDMA scheme; maximum delay tole€fareel00 time slots. (a)A = 0.8, total
overhead= 2 and (b) A\ = 1.0, total overhead= 2.

delay tolerance. This lower bound (result obtained for the ICHze arrival process [i.e., functiaB(z)]. For arrival rates closer
TDMA and IVFL-TDMA schemes) depends only on the traffito one, the inversely linear region is larger. In the limiting case
characteristics. (A = 1), the inversely linear behavior dominates for all values
It may be observed that for arrival rates lower than one, thg 7. Also, for arrival rates close to one the dependency on
dropping rate is an inversely linear function of the maximurhe particular “shape” of the arrival process [i.€)(z)] is
delay tolerance” for small values ofl” (' < 1/(1 —rq4)) and = gmaller. When the arrival rate equals one, the dropping rate
it is approximately exponential for large values Bf[1" > fynction basically depends on the mean arrival ragg the
1/(=rq) = N(ra)/(1=X)).2 For such arrival rates, the drop- grjance &?), and the inverse of the maximum delay tolerance
ping rate depgnds npt only on the first two mo_ments (mean {'/T). This may be explained since in this case the different
rival rate and its variance) but also on the particular “shape” g{ates in the queue are almost equiprobable, and cells will be

2see Appendix I-C. dropped only if the queue is close to full which happens with
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Fig. 10. Dropping rate under RVFL-TDMA and RFFL-TDMA schemes versus maximum delay toler@cda) Four usersA = 0.8 and (b) five
users,A = 1.0.

probability inversely proportional to the number of states (iframe overhead length will affect the achievable dropping rate
this case equal t@). For arrival rates greater than one (not oby several orders of magnitude. Thus, more effort should be
interest) and moderate valuesBf the dropping rate function put toward reducing this overhead length.
is approximately equal to a constant value equal to the exces&or arrival rates lower than one and for nonzero overhead
of the arrival rate over one (i.e., it is only dependent on the gnder the RVFL-TDMA scheme) the dropping rate as a
rival rate, not even off’). The latter behavior may be explainedunction of the maximum delay tolerance exhibits a similar
since for arrival rates greater than one the system will tend ltehavior as in the case of the ICE-TDMA scheme; that is,
be full (in the long range). A system full may only accept ontor small values ofI" it varies linearly with the inverse of
new cell each time slot. Therefore the remainkigl cells will 7" and for large values of it exhibits a quasi-exponential
have to be dropped. It may be seen that even if the maximumehavior (as expected). The exponential behavior may be
delay tolerance is increased, the system will eventually becoewplained considering that, if — I'n > (Re+ In)/(1 — A)
full and the dropping rate will be practically unaffected. the mean service cycle length will tend to We{L.} =
Expressions were developed for various schemes that ¢dte + In)/(1 — A) (see Case 1 in Appendix IV). In fact,
be implemented in a TDMA network (IVFL-TDMA, RVFL- E{L;} experiences insignificant variation for different values
TDMA, and FF-TDMA) for the computation of tight boundsof 7I" and traffic “shapes” (given that the arrival rate is
on the induced system dropping rate in each case. kept constant andl’ is large). WhenT is increased, the
For the RVFL-TDMA scheme, it was found that for mod-service cycle length’s probability distribution experiences little
erate arrival rates (less than 1 cell/slot) a small increase in theriation around its expected value, whereas the conditional
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Fig. 11. Dropping rate under RVFL-TDMA and RFFL-TDMA schemes versus number of users; maximum delay tolerante0 time slots.

(a) 6 users, A = 0.9, regular (b) 5 users, A =1.0, regular
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Fig. 12. Dropping rate dr) versus maximum delay toleranc&’)( under the FF-TDMA, RVFL-TDMA, and ICE-TDMA schemes for different traf-
fic environments.

number of dropped cells decreases exponentially (as observatli€ to the dropping rate will decrease exponentially with
in the IVFL-TDMA and ICE-TDMA schemes). Therefore thel- The probability that the service cycle length be much
contribution of service cycle lengths close to their expected®see (8).
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greater than the expected value decreases rapidly—andVienT increases [such thiﬁ/T_In(T —In) > Re+ In)®
seems exponentially—thus, for service cycle length close #ige dropping rate will also depend on the variangg) (vhose

T + Re (causing the maximum number of cells to be droppedegrading effect will be added to the one caused by the
increasingl” would cause the event of being closeffor Re  overhead. Thus, the dropping rate function will never reach a
to decrease as rapidly as the service cycle length probabiligne of exponential behavior and will always be (lossly) lower
distribution (that is, exponentially), meanwhile (far< 1) the bounded by(Re + In) /(T + Re).7 Whether the overhead or
number of cells dropped has little variatibrherefore, the the variance dominates the dropping rate will depend of their
contribution to the dropping rate from service cycle lengthglatives values.

close to7’ + Re will also tend to decrease exponentially with  Summarizing the previous observations for the ICE-TDMA
T, although it may be at a different rate. Fbrarge, the term and RVFL-TDMA schemes, it may be seen that for lafje
with lower exponential decay rate will dominate and the total < 1, and small overhead period, the dropping rate exhibits an

dropping rate will vary exponentially witf". exponential behavior and depends on the arrival rate, variance
The inversely linear behavior may be explained by notingnd traffic shape. Increasing the overhead period and/or arrival
that when the maximum delay tolerance is reduced rate and/or reducind’ will cause the dropping rate to reduce
its dependency on the traffic shape and variance. In the
Re+1In —Eﬁ/Tiln(T— In)  Re+1In extreme case, the dropping rate function will enter a linear
T—1In< T\ < DY region and will be dominated by the arrival rate and overhead

period (that is, different traffic patterns with the same arrival
the service cycle length will tend to be inside the intervARt€S Will induce almost the same dropping rate). A designer

(T — In, T + Re) where the conditional number of droppec?hO_UId work in the exponential region and tr_eat the Iinear_
cells are usually dominated by the teriL;_, — 7 + In) 'edion as a degel_’lerate case yyhere the desired exp(_)nennal
(see Case 2 in Appendix IV). The dropping rate will be tightliyehav'or is lost without p053|b|llty of recovery. In anmon
lower bounded by (14) which is almost inversely linear fof° the complex expressions to compute the dropping rate,
small values off’. In this scenario the dropping rate will beMOré simple expressions are presented that help a designer
dominated by the arrival rate and frame overhead and wifl Quickly verify that he/she is working in the RVFL-TDMA

not vary significantly with the traffic “shape” or variance. Th&cheme’s “exponential” regiorll[ > 1/(1 — rq) and 7" >

dropping rate function will have lost its exponential behavidr*¢ + I”)/(_l = Al
due to the overhead period. Therefore, it may be said that™ COMparison between the RVFL-TDMA and RFFL-TDMA

in this region the overhead period produces its maximufithemes shows that for the same amount of overhead, the
degrading effect. The region where the linear function may I FL-TDMA scheme significantly increases the induced sys-
applied increases with the overhead peridtt ¢ In) and/or €M dropping rate, degrading the performance. This was ex-
the arrival rate. This implies that the difference between tigcted due to the failure of the RFFL-TDMA scheme to adjust
dropping rate induced by two different traffic streams with thi&S frame length to the current traffic resulting in empty slots

same arrival rate but different variance and “shapes” will terf/asteéd) when there is data to be transmitted or in frame
to be smaller for larger overhead periods (as observed). lengths smaller than the optimal (the frame length should be as
When \ increases, the region & where the lower bound large as possible to reduce the effect of the frame overhead).
of (14) is applicable is increased. Outside this region, the” comparison between the RVFL-TDMA with contention
dropping rate function does not necessarily behave exfEee reservation period (RVRE-TDMA) and the FF-TDMA _
nentially but there is a second linear region: and only aft§hoWs that no one scheme outperforms the other in all cases;
T — In>> 1/(1 — r4) the dropping rate function will behavethe formulas developed_ in this paper can be used to identify
exponentially? In the limiting case § = 1), for small 7’ [such the best one for a particular case. In general, the_FF-_TDMA
that?l{/T_, (T — In) < Re+ In] the dropping rate will be sc_heme may outperform the RVEI:TDMA scheme in situ-
dominated by the arrival rate and be close to the lower boufons where the performance degradation due to the frame
of (14), which for smallZ is close to(Re + In) /(T + Re). overhead in the RVFL-TDMA scheme is more significant
than the degradation under the static FF-TDMA scheme due
. _, to its failure to allocate efficiently dynamic (bursty) traffic. The
V(;‘;r(f 'a?)?vd{ﬁf—_rn(le It”_i_ CO”‘_’ergestt:’ha gO”_StaT‘t Va'f“teh[eq“a',tooverhead period dominates the dropping rate function in the
N — . IS IS also Intultive since al e peginning o e servicg: . . :
cycle there is low tolerance to burstiness. After the initial cells are dropped ajrlllaear reglonj as explame_d before. Therefore, when the traffic
for A < 1, the difference between the cumulative arrivals and the survivori§ regular with a total arrival rate close to one, the overhead
function is expected to be large so that the system may absorb some bup;@riod large, and/or the maximum delay tolerance Slﬁélk
arrivals. Thus, after some point, increasing the valuel'oWwill not affect : .
significantly the number of Cpe”s dropped. g (Re+In)/(1— X)) the percentage of the server capacity that is
5 . . . = wasted in reservations under the RW~HTDMA scheme may
The second linear region may be explained sm;&/e[,_[, (T — In) has T ]
. . be more significant than the performance degradation under
not converged to a constant value yet. The quaﬂjt (T) does not depend . .
on the overhead length but it is computed for the IVFL-TDMA scheme. Sinr!@e static FF-TDMA scheme, therefore favor'ng the latter. On

(under our assumptions) the IVFL-TDMA and ICE-TDMA schemes induce _ o

the same dropping rate, the linear region under both schemes is the sameFor A = 1,d. ;. (T — In) does not converges to a finite value as
Thus, forT < 1/(1 — ry4) both schemes are in the linear region and it may’ — +oc.

be concluded that the quantmf/T(kT) has not converged to a constant value “For large values off’ and A < 1, the lower bound of (14) becomes
yet. negative (meaningless). But far= 1 the lower bound is always positive.



SANTIVANEZ AND STAVRAKAKIS: TDMA SCHEMES FOR WIRELESS NETWORKS 1299

the other hand, more dynamic (bursty) traffic as well as greaterLet X(z) be the Z-transform of;
maximum delay tolerance and/or arrival rates lower than one

will favor the RVFLy-TDMA scheme over the FF-TDMA X (z) = lo+ (lowy + 14 — 1)z -
SCheme. lo + (ll — 1)7 1 + 127 2 + 137 3 4+ 4 an n
Finally, both schemes (RVR-TDMA and FF-TDMA) _ lo(1-271)
are far from the optimal, so there is room for significant Tl (=Dt ez 2 plzr 3 4 L2
improvement using techniques as for example piggy-backing Iy
of arrival information, or arrival times estimation. - D(z)
APPENDIX | where
CLOSED-FORM EXPRESSION FOR THECELL DROPPING D(z) =lo+ (o +11 — Dzt + g+ 11 +1y —1)272

RATE AS A FUNCTION OF THE MAXIMUM DELAY

.. ... _ —(n-1)
TOLERANCE UNDER THE ICE-TDMA SCHEME oot ot bttt — 12 :

From this expression(i) andz are easily computed.

A. Computation off’; To computeyy the sequencg; = S5 s is used. It is
Let a, be the number of cells arrived &f as explained clear thaty; = z;_1 + y;—1 for all » > 1 and zero elsewhere;
in Section II. Letl, = P{aj = u} for y = 0, ..., n where SO takingy;'s Z-transformY(z)
n < T andl, is a_ssumed to be independenkofl’he following Y(2) =2 1V (2) + 2 1X(2)
cases are considered. "
Case 1:i =0.If j > 2itis impossible that = 0. If j =1, Y(z) = A
since the system is busy, the only possibility is that= 0. If (1=271)D(z)

4 = 0 two possibilities exist, depending on whether there WalshusY

one arrival (system busy) or zero (system empty) (#), yr, andll are obtained.

0, !f Jz2 C. Computation of the Dropping Radk (T) (Cells/Time-Slot)
-F)Zj = ZO, if J =1
lo+1, ifj=0.
Case 2:1 < i < T — 2. The system is busy s#;,; = d.(T) = E{# cells dropped at{ }
Plap =i+ 1-j} = lija— n—1
L = jP{j cells dropped at; }
P. = li+1*37 If]SZ+1 j=1
Yo, elsewhere.
Case 3: i =1T-1. Here itis possible to have hgd-a; —T = Z Z li HT+j—7‘,
discarded cells. Thus; = P{j + ax > T} =1 i=j+l

n—1 n—u

, if 0<j<T-n—-1 I |
n T—

u=1 j=1

0

Pi=0 S 1, it T-n<y.

n—1
d=T—j _
o z—:l Tu HT—u
B. Computation oIl (Steady-State Probability Distribution) ’ '
II can be easily computed from the equatiPal = II. whereo, = 37521 jlu+j, and since][; = «i/yr

But, since a closed-form solution is desirable to analyze the O1T7_1 + 02Tz + O AT (ne1) ST
qualitative behavior of the system, a different approach catr (1) = =
yr yr
be followed. _
Let z; be a sequence defined as follows: The Z-transform ofsz- is S(z) = N(2)X(z), whereN(z) =

) (0'12_1 + 0'22_2 + 0'32_3 + -+ Jn,lz_("—l)). FlnaIIy the
xp =0 fori<o dropping rate is given by

370:1

N(2)
1—-1p—1 1
e o - EVEXE) 7 {ZO D<z>}
. (1—l)wi1 — w2 — - — ln—lxi—(n—l) — lnTin Y 2Ty ()
i lo Thus a closed-form solution is found. This method is com-
fori > 2. putationally reliable and simple. It is reduced to the calculation

It h . of the impulse response of two infinite impulse response (IIR)
It IS easy r;[o see t arff’ (2o, x_llr’]x?’ - qu; )" s ha filters. It provides for not only a quantitative evaluation of the
solution to the equatioPX I X. Then it is obvious that dropping rate, but also describes its qualitative behavior by

T T
H = X/yr whereyr = 375 «;. considering the poles of the filters. The following observations
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can be made regarding the rootslofz) for lo +1; < 1 (i.e., This expression allows to analyze the behaviordpfT’).
for dropping rate different than zero). Four cases are considered.

i) Since all the coefficients of)(z) are negative except Case 1: A <1, T < 1/(1—rq). Itis known thatD(0%) —
for Iy, then for everyzy € C, Re[D(%)] > D(|zo|) —o0, andD(1) =1—A > 0. Thus the only real root ab(x)
with equality only if zp € R*. The setsC and R+ (the dominant pole) will be; < 1. The closer\ to one and/or
represent the set of complex numbers and the settbg greater the variance, the closgrto one. For values of
positive real numbers, respectively; the functioke].] 7 —1 < 1/(1—ry), 1 —rf ' ~ (I'—1)(1 —r4) and the
and|.| represent the real part of a complex number arfffopping rate may be approxmated by

its absolute value, respectively. N(rg)rT-t
ii) For everyr € R* the functionD(r) is real and strictly d(T) ~ | ]‘\l,, Tl
increasing. T-1+ 4
iii) If » — O+ then D(r) — —oc; and if r — +oc then N(ra)

D(r) — lo > 0. Thus,D(r) has one and only one realin this interval (7" < 1/(1 — r4)) and for values of-, close
positive root, namelyry. to one, the dropping rate will be dominated for a inversely
iv) For any rootr; of D(z) different thanrg, |r;| < rq. linear function of7.
Proof: Consider there is a root different thap such  Case 2: A < 1, T > 1/(1 — rq). As explained before, the
that |r;| > r4. From iii) r; is not real positive, so applying i) only real root of D(z) (the dominant pole) will be; < 1. For
as inequality (equality only holds for real positive numbersyalues of7 > 1/(1 —r4), 1 — % ! ~ 1 and the dropping
Re[D(r)] > D(|ri|) > D(rq) = 0. The last two equalities rate (9) may be approximated by
came from ii) and iii), respectively. Finally, there is a contra-

diction becauseD(r;) is suppose to be equal to zero, but its 71— .
real part is greater than zero. Thus, the initial assumption that d,.(T) = N (ra)] Ty .
there exists a root; of D(z) such thatr;| > rq is false. O 14+ (1—ry) Nira)

d

From all the above, it is concluded that the dominant pole
of both filters will ber, (real and positive). Also, it should Note that if », is close to one X close to one) the above

be noted that expression can be simply written ds(7) ~ (1 — A\)rs ~*.
2 HD(2) + A —1] Therefore it can be concluded that the droppmg rate as a
N(z) = 1 _ o1 function of the maximum delay tolerancé)(presents initially
where \ be the mean arrival ratek = E{az} = ZZ_O an mvertsellybhﬂear behavior and after that it presents an
Based on the previous relation (and its derivatives) it is eas(f))/(ponen ' behavior. :
h that Case 3: A= 1. SinceD(1) =1—-A =0, rq = 1. Equation
shown tha (9) was derived assuming; # 1 and should be rewritten
D(1)=1- A, for this particular case sincE(z) has now a double root in
D' (rq) =N(ra) + (1 = 74)|N'(r4)], z = 1. After the necessary manipulations, the result is the same
17—\ obtained in the Case 1 whery approaches one. Therefore,
N(rg) = T for all T’
L . I . . N(1)
Additionally, using the definition ofV(z) it may be verified d.(T) = w
that T—1+
oy = Blob = Blad o Ple) - Blo N
- 2 ’ - 6 " But in this case
Let |r;| be the absolute value of, [the root of D(z) with N(D) = El{aj}y —F{ax} o7+ A—-X o}
the second largest absolute value]; thus fqQr # 1 and 1) = 2 - 2 T 9
o D iy < Bl = Bla) _ mf® +302 30 2
Z_l{ lox L }N lo B lo7 o 6 6
(I-=9D()J DA ({T-rayraD(ra) m® + 307
2—1{10N(7)} N (ra)rg T 6
D(z) ral'(ra) _ where o2 and m{® represent the second and third central
d,(T) ~ N(ra)ry moment of the random variabtg,, respectively. For example,
' D'(ry) It m® = E{(ar — E{a1,})3}. The probability mass function of
D(1) C1— 1y ay is defined byl,, (i.e., P{ar = p} = 1,). Replacing these

last identities in the above expression gives finally

2
91

After some manipulation, the above expression becomes

Nra) e ATy~ —— 0
d,(T) ~ . 9 ’ m®
R N ® < )
1—7(1 N(Td) 301
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Note that forl” greater thanng?’) the above expression can be This recurrent formula and the fact th&h(e) = ¢, [i.e.
written simply asd,.(T) ~ o /2T". Therefore, for large values zero always except a,(0) = 1] are used to calculaté;(c)
of T, the dropping rate will depend only in the ratio betweeand thendﬁ/j(T).
the variance and the maximum delay tolerance.

Case4: A >1.D(1)=1- A< 0andifr - 4oo then APPENDIX I
D(r) — ly > 0 then for continuity there exist somg, > 1 DROPPING RATE UNDER THE FI, SYSTEM

such thatD(r4) = 0. This means that the dominant pole will . . i ,
bery > 1. For values off — 1 < 1/(rq— 1) the dropping rate Let Ax(7) and Bi(7) be defined as before (Sections Il and

may be approximated to the expression derived in Case 1. I%)r N_ot_e tt‘at since in a RFFL_'TDMA s_cheme there may _be

T-131/(rq—1), 7,5—1 will be greater that any other term remaining cells from the previous services cycles, the initial

in (9) resulting ind,.(7) ~ A — 1 [independent on the second’@!ué of Bi(7) may not be zero as before but equal to

and third moment, the shape bXz) and the maximum dela - -

tolerance 1)]. Pe P ’ Bi(0) = max {0’ Bia(Lg) + Re+In = Lf}'
Thus, the dropping rate as a function ‘Bfand the traffic

characteristics I,) has been calculated and its qualitative NOt€ thatB;,(0) is completely defined by3,._,(0) and the
behavior has been analyzed. arrivals during the/k — 1)th service cycle. Since the arrivals

are assumed to be memoryle§&,.(0)} is a discrete Markov

chain with transition probabilities
APPENDIX I

COMPUTATION OF THE FUNCTION F;(¢) PiI]{‘L _ P{Bk(o) —i/B_1(0) = J}
Since {A;(7)}._, is a cumulative arrival process (see
Section IlI-A) with independent increments,;(7') = A;(1) The number of cells waiting for slot assignmenslots into
+A;_1(7"—1)for1 < 7/ < j. Letr” be equal tor’— 1. Then the (k —1)th service cycle is equal to the sum of thg_; (0)
, , " " cells remaining at the beginning of the previous service cycle
Aj(r") =7 =[A; (") =T+ A1) - 1, plus theA,_ () new arrivals. The number of surviving cells
and 7 slots into the(k — 1)th service cycle,Bx_1(7), will not
max A;(r) -7 =A;1(1) =1+ max A; (7)) —7". be limited by a line of the typef, = v+ +7 — Ly_; as
lsr'<y Osrsj—1 before (Section IlI-B, Fig. 4), but by a more complex one,
By employing the above as computed below and shown in Fig. 13.
Let f£'I denote the maximum possible number of surviving

m(j) = A1(1) — 1 4 max {0, max  A;_1(7") - Tﬂ} cells up to timer. If £F" is expressed as follows:

1<ri<5-1
FEE = (Ly — Re— In)p. + &,
=A4:(1) — 1 + max {0’ max  A;(r") — T//} ¥

) lﬁf”ﬁj_l wheren, is an integer and < ¢, < Ly — Re — In, then it
m(j) = A1(1) — 1+ max{0, m(j — 1)} is clear that the last of thes&'~ cells would be served at the
thus (k +n.)th service cycle. For this cell to be completely served

N it will have to wait theL; — Re — 7 time slots necessary to
) - end the(k — 1)th service cycle plus thél + n,)(Re + I
P{m(i) = ¢} = 3 P{A() = p} b e e and e + )

slots of overhead periods plyg'L time slots. This time must

=0 . L . L
. be less thai¥” time slots, resulting in the following condition:

- P{max{0, m(j — 1)} =e+1—pu}

and S|nceP{1na,X{0, m(] _ 1)} — 6/} — Pj—l(el)' then 777-Lf +£7‘ S T+ T— Lf — ITL

n Since '~ is the maximum possible number of surviving cells,
P{m(j) =¢} = Z P{A (1) = p}Pi_1(e+1—p). n- and & must be assigned the maximum possible values,
n=0 therefore
Finally . _V—l—T—Lf—In—lJ
P{m(j) = e}, if e>1 _ Ly
Pi(e) =4 P{m(j) = 0} + P{m(j) = -1}, if e=0 ¢ = min{r +7 — (L +n:)L; — In, Ly — Re — In}
0, elsewhere where|z| represents the greater integer lower than or equal to
. (10) 4. The first equation holds sincg is at least one. The second
min{n, e+1} _ equation holds sincg. is (by definition) at most. ; — Re—In.
LPj—1(e+1—p), ife>1 These equations defing"* as a nondecreasing sequence that
= n=0 alternates periods of unit increments (fbf — Re — In time

loPj—1(0) +1oP;—1(1) + 11 P;—1(0), ife=0 slots) with periods of nonincrements (fé& + In time slots),
0, elsewhere. and so on. Let3, represent the amount of increment of the
(11) sequenceffr. p. is one (zero) if the functionff' has
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A The matrix (P/;L) with dimensionsf§'~ x f§'L is used to
computeHgL = P{B(0) = B}.

B. Computation ofl[/;,

A similar approach to the one followed in Section IlI-A and
Appendix Il is employed to computéFL Let the auxiliary

quantity 7fZ(7) be redefined as
~ FL A ! A
mftr) =, max || A () ALy - )]
- |:f5L fL[ ‘r:|}

Then, it is straightforward to show that the number of dropped
cells at#] is equal to

Lfﬁ‘ﬂc d,k—max{()m (Lf)+Bk 1(0) — {L}

Fig. 13. Number of “surviving” cells@k_l(r) among the cells arrived up and also
to time¢{ _, + 7 for the RFFL-TDMA scheme.

iy, (1) = max {0, g “(7 — 1) +ar, i1~ Br,—ri1}
increased (not increased) at timethat is, 3, = fI' — fF'4 wherear, 41 = Axr(Ly — 7 +1) — Ap_s(L; — ), and
(See Flg 13) /3 '[__T FL . FL '
, : L—ri1 = fEE L — fEL  represent the number of cell
To evaluate the dropping raté™(T), the following pro- r?vaIJsr and tﬁ(fa a%lountLdff increment of the sequefice at
cedure is used. First, the steady-state probability distributi?ﬂ o 19 I 1 respectivel
function of {B,(0)}, namerH is calculated. Second, Le tkﬁ%zr( )f :T;{ﬁ; (P) _'V 6)}{'_ then the followin
dFL the conditional expected number of cells dropped at the f la hold J)= e 9
beglnnmg of the present framéth) given that the number recurrent formuta nolds.
of surviving cell (Bx_1(0)) at the beginning of the previous ! P
frame [k — 1)th] is equal to B is calculated. Third, the Z
dropping rate is computed from the following expression:

Lle+y; — ), if e>1

I
Pi(e) = lon—l(%’ = 1) +loPj—1(v;)

FL
d +H Py (y; = 1), if =0
Z 4 15"
FL 0, elsewhere
ity == 1 y
Ly with initial conditions
, (1, ifi=0
A. Computation of /" Py (i) = {0 eIsLewhere

Let PBFL(i, j) = P{By_1(r) = i/ Br_1(0) = j} similar

as before (Section I1I-B); then it follows: and wherey; = fr,—;41; or similarly

PBFL(; ;) 0, |fT_In_1_(77/)Lf Sj
T ;= < T+ Re— (1)L for somer integer
Zl PBIL (i — 1, 5), if o < fFF 1, elsewhere.
pn=0
= Then, d//;; can be computed as follows:
Z(ZZ>PB£L1L_N7J)7 IfL:f‘;FL
n=0 \e=p dF/LB—E{ - k/Bk 1( ) B}
0, elsewhere
with the initial conditions = Z d.P{dﬁj{; =d/By 1(0) = B}
Fro oo f1, ifi=j
PBy (4, j) = {0, elsewhere. Z e 4R
= m
Using this recurrent formuIaPBff’*(i, Jj) is computed and
then
PBFL(i—i—Lf—Re—In), if i3> 1 —de (d+fo" - B).
RFL — Ly—
! Z PB LG, 4), if i =0. Finally, the dropping rate is computed frodf/’, and 5"

using (12).
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APPENDIX IV j>T—1In.Forj < T— In it follows from
ALTERNATIVE EXPRESSIONS APPROXIMATIONS,
AND ANALYSIS FOR THE DROPPING RATE E{Ly/Lpy_y=j+1}— E{Ly/Lj_1 = j}

INDUCED UNDER THE RVFL-TDMA SCHEME —r
_ _ — - [d, pan (= Iny — @ (T — In)}
The following expression may also be used for the calcula-

i L . n—1
tion of d=(T) when Re + In > O: N PP S Yoy —u)]
pn=0
Re + In
di(T) = —m~ —(1-X (13)
E{Ly} =AN1-G;(T - I”]_Zgu (T —In—j—p)
=0
whereE{L,} andX are the expected frame length and number T—In—j T—In—j
of arrivals per time-slot (arrival rate), respectively. =A Z P;(i) — Z or_in—j—iFj(%)
Proof: Since cells are either dropped or served, the i=0 i=T—In—n+1
utilization (), the dropping rated,), and the arrival rate T—In—j

(\) are related byl + d,, = A. Also, since a time slot is > Z A —=or—1n—j—i) P;(i)
used either for reservation, or information, or cell transmission, ‘
then: Re 4+ In + UE{Ly} = E{L}. Combining these two
equations gives the above expressiondp(T). O
Equation (13), in general, is not numerically reliable sincehere (3) has been used along with the fact that oo >
it requires the subtraction of two quantities that are todr = -+ 2 On-1.
close to each other. For this reason it has not been usedherefore,E{Ly/L;_1 = j} < Re+ In+ AT —In) —
for the derivation of the numerical results. Nevertheless, 41—, (I — In) for all j. It immediately follows that
prowdec |n_5|ght into _the system behavior and it is used.for E{Ly} = E{E{Ly/Li_1}}
the qualitative analysis of the system. From (13) the following
lower bound may be found for the system:

> 0.

SRe+In+ XNT —In) — Ei/T_In(T —In)

which completes the proof of (14). O
dL(T) > Re + In It is also interesting to analyze the drift @f,. Let D(y)
Re+In+ NI —In)—d] ;.  (I'—1In) be the drift of theL;, when L, = j; that is, D(j) =
—(1- ). (14) E{Ly — Ly—1/Lx—1 = j}. From (16),D(j) is equal to
Re+In—(1-X)j

Equation (14) is derived using the fact thB{ L, } < Re + . ,/J(T In), if j <T—1In
In+ XTI —In) — dﬁ/T_,n(T — In); the latter inequality is D@) = Re+In+ AT —1In)—j 17

proved below. df/T (T — In), if j>7T—1In

Proof: The kth service cycle’s lengthl(;,) is equal to the
overhead periodKec + In) plus the arrivals over the intervalwhich is not increasing iy (assuming\ < 1). Two cases
(t9_,, t]) [see Flg 2(b)] minus the number of cells dropped ahay be considered.
timet? (namelyd,. ;). Conditioned on that the previous service Case 1: D(T' —In) < 0, i.e.,
cycles length {;_;) was equal toj, the expected number Re+In—d
of arrivals over the intervalt{_,, /) is simply \j and the T—1In> T/t
expected number of cells dropped#tis equal todL ( ), 1=A
as derived in Section IV-A. Therefore, the expected servidde value ofj for which the drift is zer® (namely L) will
cycle length given that the previous service cycle length wase lower tharil” — In and it will satisfy the equation

j is given by Re—i—In—E,’,/LZ(T—I”)
1—A )

Btlw/ b =} The servi le lengthif,) will tend to b d
_ e service cycle lengthZ{,) will tend to be aroundLj <
= et In+Aj - ’/J( ) (15) (Re+1In)/(1— A). WhenT increasesL; will also increase.
Re+ In+Aj - Itis interesting to notice that foF — I'n > (Re+1n)/(1—\),
_df/J(T—In), if j<T—1In 16 df/L (I'—In)=~0[sincel; ~ (Re+1In)/(1-X) < T—1In],
) Re+In+ NT — In) (16) and thereforeLk ~ (Re+ In)/(1 — A) which is a quantity

_gf/T (T —1In), fT—In<j<T+Re independent off". This is consistent with (13) since fdf

(T —In)

Li=

8Strictly speaking; is a discrete variable and there may not be a discrete

. . . P value ofj such that the drift is zero. However, the drift functiod* )—may
which is—as expected—a nondecreasmg funcuory.lﬁ'he be extrapolated for noninteger values and it is possible to find a valfig (

nondecreasing property d{L;/L,_1 = j} is obvious for for which D(L}) = 0.
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large, the dropping rate is small and therefdidL,} =
(Re+1In)/((1—=X)+dE(T)) = (Re+1In)/(1—)\). Therefore,
whenT —In > (Re+1In)/(1-)), the expected service cycleq
length will be close tqRe+1n)/(1—A) and the service cycle
length distribution around this valuéRe -+ In)/(1— X)) will
not vary (significantly) wher¥" is increased.

Case 2: D(T — In) > 0, i.e.,

(20]

[12]

[13]
Re—+In —Zl{,/T_In

1—-2AX

The value of; for which the drift is zero is equal td.;
Re+In+XT—1In) —Ei/T_In(T— In) > T — In. Clearly,
T —In < L} < T+ Re. WhenT decreasesL; will tend
to be closer tol’ + Re than tol’ — In. The service cycle [16]
length will tend to be around.;, that is, in the interval
(T — In, T+ Re), in which the conditional expected number
of dropped cells (see Case 2 in Section IV-A) is equal to
dly (1) = \j—T+In)+d] ., (I'—1In). Therefore it may
be seen that the number of cells dropped will depend on two
different mechanisms. For large valuesiof+In and/or small
values ofd’ .., (T —In)—and small values of’ such that

» Is close to{T'+ Re)—the first term will be more significant
that the second and dominate the dropping rate expressi
Therefore, the dropping rate will depend more on the overhe
length and arrival rate than on the particular “shape” of th
traffic. Additionally, in this region the lower bound presente
in (14) will be positive, approximately inversely linear, and

(T —In)
T—-1In< .

[14]

[15]
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