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Abstract

The problem of evaluating the end-to-end performance in an ATM environment is known to be difficult and largely open.
Since applications may have very different quality of service (QoS) requirements, a performance measure associated with a
randomcell would not necessarily reveal the impact of multiplexing on the QoS of a specific application. For this reason,
it is important that the traffic stream of interest be tagged and its distortion due to multiplexing be evaluated; for analysis
purposes the co-existing traffic is aggregated and forms the background traffic. In the past studies the background traffic has
been assumed to be uncorrelated and be diverted after a single multiplexing stage.

The objective in this work is to evaluate the impact of temporal and spatial correlations on the end-to-end performance of
a tagged traffic stream. Such correlations can be significant due to temporal correlation in the background traffic or partial
commonality in the routing path (background traffic is not necessarily diverted). A binary queuing activity indicator (QAl) is
proposed in this work to provide for a simple mechanism to capture these correlations. Results derived for various delay metrics
of a tagged traffic stream associated with single and multiple nodes show the substantial impact of the spatial/temporal corre-
lations. Furthermore, they suggest that the proposed QA indicator is capable of capturing such correlations. © 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction

The most appealing characteristic of the asynchronous transfer mode (ATM) is its ability to achieve high
resource utilization through statistical multiplexing of diversified applications [1]. Although maximum
network utilization would be achieved by allowing for uncontrolled access to the network of all users,
the delivered quality of service (QoS) would suffer substantially due to congestion. For this reason, an
optimal compromise between network utilization and delivered QoS is desirable. The call admission
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control (CAC) and traffic regulation (TR) functions are being developed in an effort to achieve this
optimal balance. The CAC function will determine whether more applications may be allowed to access
the networking resources; this decision will be reached by deriving an estimate of the deliverable QoS
after admission, based on limited and simple description of the traffic expected to be generated by the new
application. The TR function will attempt to filter out traffic realizations which will potentially impact
negatively on the QoS delivered by the network, by inducing network congestion. This filtering should
be carried out in an effective manner so that it does not compromise by itself the QoS of this application.

Unless avery conservative approach is followed — limiting severely the network utilization — statistical
multiplexing will surely result in modification of the source traffic profile, which may be severe at periods
of network overload. This modification to the source traffic profile (distortion) represents a measure of
the reduction of the QoS that the application will experience. When more than one multiplexing stages
are along the path from source to destination, the distortion can be significantly increased.

The queuing problems induced by the statistical multiplexing process are well known and studied.
Most of the past studies have focused on the determination of the impact of the multiplexing process
on arandomcell (information unit). That is, the underlying assumption has been that all multiplexed
applications have the same QoS requirements. A measure of the traffic distortion due to the multiplexing
process — the correlation in tmendomcell departure process — has been considered in [2—4], where
an approximate description of the resulti@gndomcell profile is presented and used for an approximate
end-to-end study.

In an ATM environment in which applications may have quite diverse QoS requirements, studies such
as the above may be of limited usefulness [5,6]. It is important that the magnitude of the distortion to a
specific traffic profile — in the presence of other multiplexed applications — be determined. Thus, an
application needs to be tagged and observed at the output of the multiplexer to evaluate the distortion to
its traffic profile.

A number of recent works have focused on the evaluation of the distortion of a tagged traffic profile
due to the statistical multiplexing process [7—12]. The delay jitter has been adopted as a measure of
the distortion and has been evaluated by developing analytic [8-10], and numerical [12] approaches.
These works evaluate the magnitude of the distortion to a tagged traffic profile and point to the fact that
this distortion may be unacceptable for certain applications. In [12] it is attempted to restore in part the
original traffic profile by proposing a modification to the FIFO (first-in first—out) multiplexing discipline
and evaluating the reduced distortion to the tagged traffic profile. The typical approach followed for the
study of a tagged traffic stream considers all non-tagged traffic to form a single traffic stream called the
background traffic.

The above mentioned past work is based on a number of assumptions. First, the background traffic at
a single node is assumed to be a (time) uncorrelated process. The second major assumption is that of
the almost complete nodal decomposition in the approximate end-to-end performance study. Although
the tagged interarrival process to node- 1 is described in terms of the tagged interdeparture process
from noden, consecutive interdepartures are identically distributed and independent. In addition, the
background traffic in node — 1 is assumed to follow a different path from that of the tagged traffic
and, thus, it is not forwarded to nodet 1. As a result, the background traffic in nodés “fresh” and
independent from any other process. In this discusgien], n andn + 1 denote three consecutive nodes
along the path from the source to the destination of the tagged traffic.

In this work, the major assumptions outlined above are relaxed to a certain degree. At first, the
background traffic is assumed to be a correlated process, which may be better reflecting a realistic
environment. Correlated background traffic has also been considered in the recent work in [4,13,14].
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Under certain assumptions, it is concluded in [4] that the spatial correlation may be insignificant and
a nodal decomposition approach may be considered for the end-to-end performance evaluation. The
work in [13] considers a single node environment and investigates the delay jitter process of an MMPP
stream at the output of single node modeled as an MMPP/M/1/K queuing system served according to
the FIFO policy; the autocorrelation function of this process is involved in this study. Finally, an an-
alytic approximation for the first-order statistics of the delay jitter process is developed in [14] and
then utilized in the study of the delay jitter induced by a network node under diverse system and
traffic conditions. One of the objectives of the work presented in this paper is to determine the im-
pact of correlations in the background process on the distortion to the tagged traffic stream (temporal
correlation).

A second departure from the past work is regarding the background traffic ohretleBy definition,
this is the non-tagged traffic which is present at nedel1 and is forwarded to nodetogether with the
tagged traffic. In this work, a portion of this traffic is assumed to be forwarded tomede along with
the tagged traffic. This “carried-on” traffic — which is allowed to be correlated — is added to the “fresh”
background traffic at node The consideration of the carried-on traffic contributes to a coupling between
the queuing processes in nodes 1 andn (spatial correlation). Again, the existence of carried-on traffic
may be better capturing a realistic networking environment.

The objective in this paper is to assess the significance of the impact of the temporal/spatial correlation
described above on the traffic profile of a tagged stream. For this reason, a system of consecutive mul-
tiplexing nodes is considered and measures of the distortion of the tagged traffic stream are derived by
taking into consideration the temporal/spatial correlations in the stochastic processes of interest. One of
the contributions of this work is to show that ignoring temporal/spatial correlations can lead to substan-
tially inaccurate results. This is established by comparing results obtained by simulating the real system
to those obtained by simulating or analytically evaluating a simplified, almost decoupled system, instead.
To reduce complexity, correlation reducing approximations are employed in the simplified system.

Another major contribution of this work can be attributed to the development of a model for the
generic multiplexing node which takes into consideration temporal/spatial correlations between processes
associated with consecutive nodes. In addition to the insight gained in the process of developing and
presenting the model, the results obtained under this model outperform those under a simplified, almost
decoupled system and are found to be in good agreement with the simulative results of the real system in
most cases. The latter suggests that the developed model delivers the most accurate results which are in
general in good agreement with the simulative ones of the real system.

In the next section the proposed model for the generic multiplexing node is described. In Section 3,
key stochastic processes are introduced and the queuing analysis is presented. In Section 4, the measures
of the distortion of the tagged traffic are introduced and are calculated by employing processes derived
from the queuing analysis of the generic node. Finally, a number of numerical results are presented and
discussed in the last section.

2. Description and modeling of the generic multiplexing node

In this section a discussion is presented regarding the temporal/spatial correlation (coupling) associated
with processes shaping the traffic profile of a tagged traffic stream. These correlations are captured
approximately by a binary process — the queuing activity indicator (QAIl) —introduced here and assumed
to modulate key processes impacting on the traffic profile. Based on the QAI, a tractable model for the
generic multiplexing node is proposed.
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Let{1,2,...,n— 1 n,n+1,..., N} denote a sequence o&f consecutive nodes defining the path
from the tagged traffic source to its destination. Let the background traffic atndeieote the (locally)
generated traffic which is forwarded to node+ 1 along with the tagged traffic. Suppose that: (a) the
background traffic is a (time) uncorrelated process and (b) the background traffic at-ndde diverted
after noden, that is, it is not forwarded to node+ 1 along with the tagged traffic.

Let{G7}}«x denote a process describing some traffic descriptor (such as the delay or interdeparture time)
associated with tagged célland node:. Due to the memory present in the queuing procgs$}; will
be a (time) correlated process. Since the queuing activity atmede modulates{GZ‘l}k which shapes
the tagged cell arrival process to nod,e{G;jfl}k and{G}}« will be (space) correlated processes. Most
of the past work has largely ignored such temporal and spatial correlations. Some results suggest that —
at least under certain traffic conditions — these correlations may not be significant, [12].

In this work, the above assumptions (a) and (b) are relaxed. In addition to the memory in the queuing
process, (temporal) correlation in the background traffic is assumed to be present, potentially increasing
substantially the temporal correlation in the procgs$},. For instance, if a 2-state background arrival
process remains in one of two substantially different (in terms of cell arrivals) states, a bimodal queuing
behavior may be induced. Experience in queuing studies suggests that ignoring such correlations may
result in very inaccurate performance calculations. By relaxing (b) , the spatial correlation is expected to
increased through the contribution of the non-diverted background traffic which is shaped by the queuing
activity in the previous node.

The objective in this work is to study the impact of spatial and temporal correlations (coupling) on the
characteristics of a tagged traffic stream. The tepatial correlationis adopted in this work to refer
to the dependence of the queuing activity at some mofilem the queuing activity at node— 1. The
termtemporal correlatiorrefers to the (temporal) correlation in a traffic descriptor associated with two
consecutive tagged cells. A simple, binary QAl is adopted in this work, to provide for a simple mechanism
to (approximately) capture these spatial and temporal correlations. The QAl is assumed to modulate the
non-diverted background traffic as well as the tagged traffic stream, and provides for a limited coupling
of queuing processes associated with consecutive cells and consecutive nodes.

The following definitions provide for a precise description of the traffic components at the input and
output of the generic multiplexing node as depicted in Fig. 1.

Thetaggedtraffic stream is defined to be the one of interest which is present in all multiplexing nodes.
The tagged traffic stream at the output of a node will be, in general, a distorted version of the tagged
traffic stream at the input (component c-1, Fig. 1).

——————————————————————————————————————————————————————————————————————————————

c-1 i :‘ c-1 c-1
0 c4 Loc3 n+l c4

Fig. 1. Traffic components associated with the generic multiplexing node.
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Fig. 2. Input—output quantities for a generic node.

Thebackgroundraffic is defined to be the non-tagged traffic at the input of a multiplexing node which
is notcoming from the previous node of the tagged traffic path. This traffic is assumed to be independent
from any other process in the system (component c-2, Fig. 1).

Thebackground traffic at the outpwif a multiplexing node is defined to be the non-tagged traffic at
the output of a node. Notice that this traffic component will contain the background traffic associated
with this node as well as the other non-tagged traffic coming from previous nodes along the tagged traffic
path, as explained next (component c-4, Fig. 1).

The carried-ontraffic at a multiplexing node is defined to be the background traffic at the output of
the previous node which is not diverted. That is, the carried-on traffic will be identical to the background
traffic at the output of a previous node whensipétting processs off and it will be zero when the splitting
process is on; the splitting process — which will be allowed to be correlated — is defined precisely later
(component c-3, Fig. 1).

In view of the traffic components present at a generic multiplexing node, it is easy to identify the ones
which contribute to the coupling of processes associated with consecutive multiplexing nodes, namely
traffic components c-1 and c-3. For this reason, the input/output model for the generic node in isolation
described below (Fig. 2) considers only these traffic components.

In this paper time is assumed to be slotted; the length of the slot (time unit) is equal to the cell
transmission time. A subscrigtdenotes a quantity associated with time gloA subscriptk denotes
a quantity associated with thi¢h tagged cell arriving in the associated node. A superserggnotes a
guantity associated with node Consider the following quantities which are employed in the description
of the input/output processes of the generic node (Fig. 2):

QAIZ‘l The QAI (defined precisely below) associated with nede 1 and tagged cek.
X,’j‘l The tagged cell interdeparture time associated with model and tagged celt
(component c-1, Fig. 1).
C;?*l The background traffic (a 0—1 process) at the output of model at time slotj
(component c-4, Fig. 1).
The analysis of the generic nodevill be based on the consideration of the input triﬁthAIZ‘l, X,’j‘l,
C;?‘l}. The study will determine the impact of each of the multiplexing nodes on the tagged traffic as
well as the output triplet which will feed the next node and provide for the coupling of the associated
processes of interest.

Unlike previous studies where consecutive nodes were (weakly) coupled through a renewal tagged cell
interdeparture process’,f‘l}k associated with the previous node, the present study allows for stronger
coupling of the queuing processes associated with consecutive hodes and tagged cells. This is due to the
consideration of: (a) the output process of the background traffic atmedg, {C;"l}j —in addition to

{X,’jfl}k; (b) the QAI associated with node— 1 which is modeled as a correlated process. By allowing
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for {X;~*}; and{C’ '}, to be modulated by the (correlated) procg@si7; *};, a potentially significant
coupling in time and space of the queuing processes of interest may be achieved.

Procesq QAIZ‘l}k will be approximated by a 2-state, first-order Markov process with parameters
matched to those of the exact process. The state of this process — which will be part of the state
description of node — will modulateX,’j‘l as well ast."l; i.e. the input traffic to node will be shaped
by the queuing activity at node — 1, through the consideration QIAIZ‘l. Given the current state of
QAI;™*, the conditional probabilities ot} ~* given Q AT} ~* andC’;~* given Q AT} ~* will be derived.

Finally, the queuing analysis of nodewill determine the output tripletQ A7}, X}, C}} which will be
considered in the study of nodet 1.

3. Queuing analysis of the generic multiplexing node

The following definitions will be used in the precise description and analysis of the generic node. To
facilitate the presentation, IeT CA! denote the latest tagged cell arrival to nadghich occurred before
or at time (slot);. Similarly, letFTCA; (STCA) denote the first (second) tagged cell arrival following
time (slot) j. Some of the quantities introduced below are depicted in Fig. 3:
A’ (A;) Interarriv_al time betweehTCA; andFTCA; (FTCA; andSTCA) ;
1< A1 AT < Apoglet £ (k) = PrAY = k/A% > k= 1), 1 < k < Apy
let (k) = PrA} > k/A} > k—1} =1— fi(k); IetE{A;%} = 1/)", whereE{-}
denotes the expectation operator.
D" (D", D") Delay ofLTCA! (FTCA!, STCA).
Iy (I_]’.’, ij’.’) Indicator function assuming the value 1LifCA; (FTCA;, STC_F;) finds the queue
non-empty ottaggedcells upon arrival to node; for instance/} = Ljan<pry.
Procesg/}}; will be modeled in terms of a 2-state Markov process embedded at
times of tagged cell arrivals. The parameters of this approximate process are derived
as outlined in Appendix A, by utilizing the Markov chaf#¥;}; defined below.
I} (I_]’.’, fj’?) is the QAI associated with nodewhich modulates the output process
of noden and is employed in the study of nodet 1.
Jit Indicator function assuming the value 1LifCA; finds the queue of node— 1
non-empty of tagged cells upon arrival to node 1. Notice thatlj’.’*1 is not

LTCA; FTCA] STCA{
I Af ~+ Af .
arrival axis
—t+— H_n — Enq ——+—+—
J ;=0 Ij=1
n D"
D; J departure axis
—+— -]
h
P X 1 X; |

Fig. 3. Arrival and departure time axes.
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identical ton’f‘l, since the former is associated WithiCA; and the latter with
LTCA(;‘l, which are different ceIIst’?‘l is the QAI associated with node— 1,
modulating the output process of nade- 1 and employed in the study of node

0 Queue occupancy.
B} State of the Markov background traffic; I&t = {0, 1}, 7} (i) andp (i, j),i, j € S}
denote the state space and the stationary and transition probabilities, respectively.
é’; (BY) Number of background cells generated when the state of the background process
] is B"; let £ (k,1) = Pr{B"(I) =k},0 < k < M,,1 =0, 1.
X7 (X% Interdeparture time betwedTCA} andFTCA; (FTCA; andSTCA).
The conditional probability mass function &f; given J;“l is derived as outlined
in Appendix B.
T} Time (in slots) that has elapsed since the arrival timeT@A;; 7' = 1 if a tagged

cell arrives at slofj, 1 < T]f’ < Al

T"

_ { TP +1 if (A>T,
j+1 —

: n_ n )
1 if {AT=T7}
‘It is easy to establish that the conditional probability mass functior’ffmL denoted
by pi'(l, k) = PH{T} = k/ T}, = I} —is given in terms of that oA’} as shown

below.

plk—1k) =PH{AY >k — 1Al >k =2} = fl(k—1), 2<k<=<Apa 2
pik, 1) =Pr{A} =k/A} >k =1} = f(k), 1=<k=Aqa 3)
pl(k,l) =0 elsewhere (4)

Determination of the evolution of this process requires knowledge of the conditional
interarrival timeA;% given thatAf; >T; —1or, equivalently, knowledge dfs?*l,
which depends od~* (the QAI).

C} (J;"l, T!) Indicator function assuming the value 1 if the background traffic at the output of node
n — 1 attime; contains a cell. Notice that

Ci(L,T}) = Lirray, (5)
C}(0,1) =0, (6)
C}0,T/)=1I, 1=0,1T'#1 (tobeevaluated (7)

Notice thatJ]’?‘l = 1 implies that the arrival of a tagged cell found the previous tagged
cell in the queue and, thus, the interval between their transmission instants will be
filled up with background traffic. The probabilistic description®f(0, 7}) is derived
as outlined in Appendix C; it is assumed thr#fl and7;' determine completely the
(probabilistic) behavior o€ (77, T1).

F? State of the Markov splitting process associated with the background traffic at the
output of node; let St = {0, 1}, 7y (i) andp}(i, N, i, j € 8%, denote its state space,
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and its stationary and transition probabilities, respectively. If a background cell from
noden — 1 arrives at node at slotj (C"(J” ! T = 1), then this cell is forwarded

to noden + 1 (along the path of the tagged streamﬂf 1 —and this is called
carried-oncell — and it is diverted otherwise. Notice that transitions of this Markov
chain are assumed to occur at slots containing background tra;‘f(d]'(‘l, ') =1)
from noden — 1.

It should be noted that when the QA}’*l (or, I, I]", I”) is equal to zero, light to moderate queuing
activity would be expected; when it is equal to one, mcreased instantaneous rate of the tagged cell and/or
background plus carried-on streams would be expected potentially leading to increased queuing intensity.
It is expected that this QAI biases the delay and interdeparture distributions. For this reason, families of
these distributions will be obtained by considering the different values of the QAI, as indicated earlier
(Appendix B). By considering the correlation in the QAI process and capturing the dependence from
the QAI of the input processes and induced tagged cell delay at mode approximate end-to-end
performance based on limited nodal-coupling can be obtained. In addition, the particular selection of the
QA facilitates the description of the background traffic at the output of the corresponding node. When
I} = 1, every slot in the output link over the interdeparture inteiamust contain a background cell
from noden, as indicated in (5). Whef = 0, the previous is not necessarily true, (7).

Assuming that the departures occur before arrivals over the same slot, the evolution of the queue
occupancy process is given by

Q% =10 1 — 1"+ Bi(B) + Lot roy—r.pr—yy + Lizp=1y ®

where the first term describes departures from the queue provided that it is non-empty and the second term
describes fresh background arrivals. The third term describes carried-on traffic from rotiéo node

n which is forwarded to node + 1. The last term describes a tagged cell arrival. In view of Eq. (8) and

the definitions of B%}; and{F;l}j, the following multi-dimensional process becomes a Markov process
under the approximations associated with proce{ss]’é‘sl}j, {T}'}; and{C;?(J;"l, TH}j, as introduced

earlier:

(Wil =T} J] 7 F}. B}. Q}};. ©)
Let
— n gn=1 rmn n
Then{W}; can be written as
WP = {27, 07} (11)

The transition probability matrix of (11) has the M/G/1 structure véthand Q’; corresponding to the
phase and level processes, respectively, and they are derived in Appendix D. The procedure leading to the
derivation of the stationary probabilities of this Markov process, along with some complexity reducing
techniques, may also be found in this appendix.

As it will be established in the next section, the measures of the distortion of the tagged traffic stream
can be derived by employing the transition and stationary probabiliti¢®'gf;. To represent both the
phase and the level gW,};, its stationary probabilities will be denoted by, (- - -) in the rest of the
paper.
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4. Derivation of tagged traffic distortion measures

The impact of temporal/spatial correlations on the tagged traffic stream will be determined by consid-
ering various delay and delay jitter metrics. These metrics are derived in this section by employing the
Markov chain{W;}; which by construction takes into consideration such correlations. Numerical results
will be presented in the next section.

As it will be seen below, the derivation of some performance measures requires convolutions as well
as approximations for computational tractability. The definitions presented below will facilitate the de-
scription of the derivations that follow and the numerical results presented in the next section.

A pure convolution is defined to be an operation utilizing a convolution of the probability mass functions
of the quantities of interest. It should be noted that the underlying assumption under a pure convolution
is that the involved quantities are mutually independent, as well as independent from anything else in the
system. Some of the temporal/spatial correlation will be captured under this operation since the employed
probability mass functions are obtained from the system Markov diéji; .

To evaluate the impact of the carried-on traffic on the performance metrics of interest, “no carried-on
sim.” results will be presented as well. These will be simulative results obtained by replacing the carried-on
traffic by a Bernoulli one of the same rate which is added to the background traffic of the next node. It
should be noted that these results would be more accurate than the analytical results obtained through a
simpler model based on nodal decomposition and assuming no carried-on traffic as well, since the latter
would be derived under a renewal tagged cell interarrival process while the former would be derived
under the true tagged cell interarrival process.

The QAIl-based convolution is defined to be an operation that utilizes: (a) conditional probability mass
functions of the quantities of interest given the associated QAI (s); (b) a Markov evolution of the QAI (s)
(where relevant); (c) averaging over all possible (starting) states of the QAI (s).

Finally, the results derived under the “QAIl approach” will be based on the proposed model and
will utilize QAI-based convolutions if relevant. It should be noted that these results — although not
uniformly accurate for all metrics considered — are expected to be the most accurate non-simulative
results, since correlations are taken into consideration to greater extent than under models appeared
in past studies or under other approximate calculations presented in this paper. Good accuracy of
the results obtained under the “QAl approach” — as established by comparing them to simulative
results of the real system (denoted by “real system”) — would suggest that the approximations in-
volved in describing the generic node in terms of the Markov ch#@in};, as well as in the Marko-
vian evolution of the QAI and the conditional independence of the metric (s) from anything else in
the system given the QAI, do not compromise the accuracy in the calculation of the specific met-
ric (s). When performance measures are evaluated by incorporating the QAI (s) but assuming a spe-
cific state of the associated QAIl (s), the results will be referred to as “conditional,

QAI=(---)".
4.1. Cell delay probability distribution
Let j be the time of arrival of tagged cdllto noden. Then
{(T7, i~ F! B, Q%) = (L J! ™ F. B}, D}). (12)

Notice that the queue occupancy upon titetagged cell arrival is equal to the delay of this cell and
that7 = 1 when a tagged cell arrival occurs.
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Let
(W' = {J"4 Fl B}, Dik (13)

with stationary probabilities given by, (i1, i2, i3, ia) = (1/A")7, (1, i1, iz, i3, is). Clearly, the cell delay
probability mass function?{D;}, can be derived from the stationary probabilitie§f },.

4.2. Conditional cell delay probability distribution

As it should be clear from Section 2, the proposed model is constructed by introducing and utilizing the
QA as the process which will allow for the model to capture temporal/spatial correlations. By modeling
the QAI process as a 2-state Markov process it is expected that the observed burstiness of this process
— which is important in capturing correlations — will be preserved and represented in an analytically
tractable way. The most meaningful way to assess the effectiveness of the proposed model — which is
heavily dependent on the effectiveness of the QAI — would be by investigating, (a) the extent to which
the QAI modulates key processes and (b) the accuracy of performance measures of interest derived by
considering conditional independence of key quantities given the state of the QAI.

In view of the fact that the tagged cell delay is an important measure of the distortion to the tagged cell
stream — which is also utilized in the derivation of other performance measures of interest, as discussed
later — an outline of the derivation of the conditional delay of taggedkcatithe generic node given
the state of the QAI is presented.

The induced delay associated with tagged kelhd node: depends on: (a) the “recent past” queuing
activity at noden which impacts on both tagged céll— 1 andk; (b) the “recent” cell arrival activity
following the arrival of celk — 1 and before the arrival of cdil The former indicates that some dependence
of Dy on QAI} should be expectedAl; = I} if cell k is theLTCA;, Section 3). The latter indicates
that the “instantaneous” rate of tagged cell arrivals (represente}dgb}/) and the “recent” carried-on
traffic (represented by overX,’c’*l) will impact on the induced value dp}; it should be noted that the
background traffic of node will impact as well, but this traffic is independent from anything else in the
system. The argued dependencédfon Xz‘l andC? indicates the existence of a dependencdpbn
QAIZ‘1 (= J,f‘l, as defined in Section 3), since the latter will shape proce’éﬁé’sandcy.

The above discussion suggests that it is reasonable to considéxr’tdapends on the QAIl associated
with cell k and nodes andn — 1. In this paper it will be assumed thaf is independent from anything
else given(QAI?, QAI{™) and will be calculated from

P{D}, QAI!, QAL

PIDLQALL, QAT ) = = oAl
k> k

(14)

where P{D}, QAI?, QAI"'} and P{QAI?, QAI "'} are calculated as outlined in the Sections E.1
and E.2 of Appendix E, respectively. From the joint probability mass of the QAI associated with one cell
and two consecutive nodeB{Q A}, QAIZfl}, the conditional and joint probabilities shown below can
be derived:

_ P{OAI}, QALY

P{QAI}/QAIT ") = PIOAT (15)
k

P{QAIL, -+ QAI}} = P{QAI}/QAI{ Y} - - P{QAIZ/ QAT P{QAIL, (16)
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where conditional independence of a QAI at nodérom processes associated with nodes— 2,
n —3,...,1} is assumed given the QAIl at node— 1. This assumption is in line with the major
assumptions intrinsic to the proposed model for the generic node.

4.3. End-to-end cell delay probability mass function

The probability mass function of the end-to-end delay of tagged¢él, = ZLD,’;, is expected to
be affected by the spatial correlations introduced primarily by the bursty carried-on traffic. Calculation
of this performance metric, by taking into consideration the QAI (s) and evaluating its accuracy, would
indicate the effectiveness of the developed model in capturing such correlations.

The end-to-end tagged cell delay is evaluated in terms of the conditional joint probab{lip} of. . |
DY} given that the tagged cell is associated with a specific QAl pattetd, = {QAIL, ..., QAIY}
as it traverses th&/-node path. In view of the assumption of conditional independend@;ofiven
{QAI, QAIZ‘l}, the above conditional probability can be calculated as follows:

P{(D;,... . D)/ QAI}}
= P{(D{,...,DM)/(QAIL...QAIY))
= P{D} /(QAIY, QAL "Y))P(D) Y /(QAI} ™, QAI}"?)}--- P{D{/QAI}), (17)

where the right-hand side terms are given by (14). The end-to-end delay can be derived as follows:

N
P{Dy =m}= Z P {ZD,’; = m/QAIk} P{0AI,}

0AI, n=1

= Y > PUD{=m,.... DY =my)/QAL}P{QAL), (18)

QA]kml+’n2+“'+mN=m

where the right-hand side terms are given by (16) and (17).

4.4. Probability ofM consecutive end-to-end deadline violations

An important performance metric associated with a time-constrained application is that of the prob-
ability that tagged cells experience an end-to-end delay exceeding a threshold. The “QAl approach” is
applied for the evaluation of the probability that M consecutive tagged cells violate an end-to-end delay
deadline. Under the “QAI approach” this probability is evaluated as described below, by adopting the
previous assumptions of conditional independence.

P{Di>T,..., Dy >T)}
=Y > P{(D1>T,.... Dy >T)/(QAIL, ..., QAL\)}P{QALL, ..., QAT )
QAly QAI,
=Y > P(D1>T/QALL}--- P{Dy > T/QAI )
QAIy QAI,
X P{QATy/QAly_1}--- P{OAI,/QAI ) P{OAI)}. (19)
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An alternative derivation based on complete independen(:ékc)f}”:1 is given by
P{Dy>T,..., Dy >T)=P{Dy>T}...P{Dy > T}, (20)

where the end-to-end delayék},i‘il are evaluated under the “QAl approach” (Section 4.1) and, thus,
spatial correlation is not entirely ignored; this approach is referred to as “only spatial” approach, indi-
cating that the coupling between consecutive cells is not taken into consideration, due to the assumed
independence in (20).

4.5. Probability of M consecutive “overload” observations

Since the QAI can potentially capture an overload buffer state and it is not uncommon that such states
tend to last, it seems reasonable to investigate the effectiveness of the “QAl approach” in evaluating the
probability thatM consecutive tagged cells find — upon arrival to aged a bufferoccupancy exceeding
some valueC. The results derived under the “QAIl approach” will be compared to those obtained by
assuming independent delays for consecutive tagged cells (“decoupled” approach) as calculated from the
Markov chain{W;} ;. The following derivation will be utilized under the “QAl approach”.

P{D}>C,..., D} > C}
=3 Y P(D; > C...., Dy > C)/(QAT", QAT ) P{(QAT", QAT )

QAT Qar"™*
=Y Y P{Dy>C/(QAI}, QAT ™M} P{D}y > C/(QAI}, QAL )
QAT Qar"™*
x P{(QAT", QAT" ). (21)
where QAT" = {QAI", ..., QAI'},} and conditional independence Of from anything else given

QAI! and QAT is assumedP (D! > C/(QAI!, QAI'™ )}, 1 < k < M, is obtained from the
corresponding joint probability as described in Section E.1 of Appendix E. Finally,

P{(QAT", QAT M) = P{(QAI",, QAIl; Y /(QATY 4, QAT L))
- P{(QAIY, QATY Y/ (QALL, QAT HIP{(QATY, QAITH}  (22)

and P{(QAI?, QAII™1/(QAI!_,, QAI'"H}, 2 < k < M, is derived from the corresponding joint
probability as described in Section E.2 of Appendix E.

4.6. End-to-end m-cell block delay jitter probability distribution

An important performance metric, which is expected to be affected by temporal correlations between
the associated metrics of consecutive cells, is the delay jitter associated with a bidckarfsecutive
cells.

Let R" denote the delay jitter associated with nedaend a block ofM consecutive cells defined as
follows:

R" = Dy — Dy (23)
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Let R denote the end-to-end delay jitter associated with a block’ afonsecutive cells defined as
follows:

N N N

R=Dy— D=0l ZDol = Y0y~ Ol =3 R (24)

n=1 =1 n=1

whereD,,; andD; are the end-to-end delays of the 1st aith cell of the block, as introduced in Section
4.3.

From (24) it is concluded that (temporal) correlations between the end-to-endZdglayd D, will
affect the delay jitter metri® and that the smaller the size of the blak the stronger the impact on
the delay jitter will be due to temporal correlations in the delay.

By ignoring the (temporal) correlation betweBr, and D, the probability mass function &t can be
calculated as a pure convolution of the probability mass functiods,pénd D;. The analysis approach
which employs the pure convolution will be referred to as the “decoupled” or “only spatial” approach,
depending on the utilized probability mass functions fo; and D;. Under the former approach, the
probability mass function oD,, and D, is obtained as the pure convolution of the induced delays at
various nodes. Under the latter approach, the end-to-end delay is calculated under the “QAl approach”,
as outlined in Section 4.3, taking into consideration spatial correlations.

By allowing D), and D; to be dependent on the QAI (s) associated with the various nodes and cells
M and 1, respectively, and considering thestep Markovian evolution of the QAI (s), the temporal
coupling between the end-to-end delays of tagged éélid 1 will be approximately captured to some
extent. By adopting similar assumptions and the “QAl approach” followed in Section 4.3, the end-to-end
delay jitter for a block ofM cells will be derived under the “QAI approach” as follows:

P{R =m}=P{Dy — D, =m)
=Y Y P{Dy— Di=m/(QAly, QAI)}P{QAI,, QAIL), (25)

QAI,QAI

where QAI,, = {QAI}, ---QAIY} and QAI, = {QAI}--- QAIY} represent the states of the
N-dimensional proces{sQAIk}k — modeled as a Markov chain — associated with céflsand 1,
respectively. The stationary probability @ A1, }, is calculated as in (16); th¥ -step transition proba-
bility P{QAI,,/QAI,}is then obtained by considering the-step transition of the QAI (s) employing
the derivations in Section E.2 of Appendix E. Eq. (25) can then be written as follows:

P{ﬁ =m}
=Y > > P{(Dy=my Dr=m)/(QAly, QAID}, P{QAI,/QAI}P{QAL,}

QAllQA]Mmz mi=m

= Z Z Y P{Dy =ma/QAI ) P{Dy=m1/QAI}P{QAI,/QAI )} P{QATLL},

Q mpy—mi=m

(0

(26)

where conditional independence bf, given QAT ,, (and D; given QA1) from anything else in the
system is assumed. The calculation in (26) is an example of “QAl-based” convolution.
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5. Numerical results and discussion

As indicated in the introduction, the main objectives in this work are to investigate the impact of
temporal/spatial correlations on the induced distortion to a tagged traffic stream and develop an analytical
model capable of capturing these correlations to greater extent than under simplified models based on
almost complete nodal decomposition. The results presented below have been obtained for a system of two
(Section 5.1) or three (Section 5.2) consecutive multiplexing nodes. The results under the former system
will help evaluate the impact of temporal/spatial correlations as well as the accuracy of the developed
model, before additional approximations associated with a larger system come into the picture and lead
to potentially more noisy results. In addition, simulation results are presented for a system of two nodes
when the background process is described in terms of a multi-state Markov process developed in [17] in
order to model the traffic behavior of an MPEG video stream. These results help evaluate the effectiveness
of the proposed approach in the presence of more complex background traffic.

5.1. Results for a system of two nodes

The system considered in this case is depicted in Fig. 4. The tagged Sageoerates a traffic stream
which is multiplexed with the background traffB; and B, — at nodes 1 and 2, respectively — before it
reaches the destinatidn. The FIFO service discipline and infinite queue capacity are assumed at nodes
1 and 2. A portion of the background traffic at the output of node 1 is forwarded to node 2 while the
remaining is diverted. The cumulative arrival process to node 2 contains tagged cells, fresh background
cells from B, and carried-on traffic coming from;.

By definition, carried-on traffic is the background traffic that is coming from the previous node and is
forwarded to the next node, together with the tagged traffic. As a consequence, carried-on traffic is not
present in the first node and the phase and level process{d&’}(})f are described as follows:

(@7}, ={T}. B}};. (27)
0t =[0} -1t + B}BDH + Lipiy)- (28)

Under the assumption th(aA}}j is an independent process a{rK_l].l}j is a Markov process, it is easy to

establish tha{le}j is a Markov process. The block matrices in the transition matrin]?f}j (M/G/1
structure) are easily determined.

Node 2 SR D>

Fig. 4. A system of two consecutive nodes.
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The phase process associated with node 2 is given by (10) and the evolution of the level process by
(8). {B]?} j and{FjZ} ; are assumed to be Markov processes with given parameters (Sect[drj};)is
approximated by a 2-state first-order Markov chain by utilizing the solutio{m{jﬂj, as described in
Appendix A. {X%(J1)}; is derived from the joint probabilityX?, J1}; as described in Appendix B.
Finally, the background traffic at the output of node 1 is described as outlined in Appendix C. The results
presented below have been derived for the system of 2 nodes under the following traffic parameters.

The tagged cell interarrival time at node 1 is constant and equal to 8; tlzsgi 18,8. The background
traffic at node 1 has parametepg(0,0) = pi(1,1) = 0.99 (and thusz}(0) = =}(1) = 0.5) ;
fbl(k, ) = b(k, 6; p;), whereb(k, 6; p;) is the binomial probability with parameters 6 apd! = 0, 1,

A = (}(0) po + 7} (1) p1)6 = 0.7; p1/ po = 4 (burstiness measure). Notice that the background traffic

is very bursty. On the average, it stays in state 1 for about 100 slots delivering background cells at a

rate greater than 1. The objective in selecting such burstiness of the background traffic at node 1 is to
investigate how congestion in node 1 affects the performance figures at node 2, as well as determine the
effectiveness of the QAI in characterizing this environment.

The traffic at node 2 consists of the tagged traffit & 12 = 0.125) , the associated background
traffic and the carried-on traffic from node 1. The model considered for the background traffic at node 2
is identical to that at node 1 with the following differences in the paramegteyg = 1 andr? = 0.1.

That is, this process is uncorrelated. The parameters of the splitting pr{dbjégs— determining the
carried-on traffic — arezr}(O) = n}(l) = 0.5, p}(o, 0) = p}(l, 1) = ps, pr € {0.50,0.90, 0.99}.

That is, half of the background traffic from node 1 becomes carried-on traffic and competes with the
tagged traffic and the background traffic of node 2 for the same resowrceégtermines the burstiness

of the carried-on traffic.

Figs. 5—7 present the tail of the probability mass function of the tagged cell delay at node 2 for different
values of the burstinegs;. The results under “QAl approach”, “no carried-on sim.” and “real system”
are derived as described in Section 4. Notice that the simulative results have been obtained with a 90%

_
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Fig. 5. Tail of node 2 tagged cell delay probability mass functiorpfpe= 0.50.
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Fig. 6. Tail of node 2 tagged cell delay probability mass functiorpfpe= 0.90.

confidence level; the width of the confidence interval is always lower than 2% and for this reason it never
appears in the figures.

When p; = 0.50, the carried-on traffic is generated through an uncorrelated splitting process of
the background traffic coming from node 1. This traffic should be very similar to the additional fresh
background traffic considered in the “no carried-on sim.” case and, thus, the “real system” and “no
carried-on sim.” results should be very close. This can be observed in Fig. 5 whete 0.50. In

addition, the “QAl approach” results are very close to the other ones, indicating that the approximations
involved in this approach do not compromise its accuracy.
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Fig. 7. Tail of node 2 tagged cell delay probability mass functiorpfpe= 0.99.
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As expected, the queuing activity at node 2 increasgsyaacreases. This is observed in Figs. 6 and
7 for py = 0.90 and 0.99, respectively. Notice the increasing inaccuracy faacreases) of the “no
carried-on sim.” results and the consistent accuracy of the “QAl approach” results. These results suggest
that
1. Destination correlation — indicated here by a large valug pf— can have a significant im-

pact on the queuing behavior. Ignoring such correlation may result in very inaccurate performance
evaluation.

2. The modulation of the output processes (tagged and carried-on traffic) by employing the QAI results
in an accurate evaluation of the queuing behavior in the next node, as determined by the tail of
the probability mass function of the tagged cell delay. Thus, it may be argued that the QAI approach
presented here seemsto be capable of capturing the correlation among the queuing processes associated
with consecutive nodes (spatial correlation). When node 1 is temporarily overloaded by what will
become highly correlated carried-on traffic — when strong spatial correlation is present due to a high
value of p , — the increased queuing activity at node 1 induces increased queuing activity at node 2,
as the results in Figs. 5-7 indicate.

Since a (time) correlated background traffic is expected to induce increased queuing activity at node
1 leading to a sustainable value of the QAI equal to 1, it is expected that the Markov approximation
to the QAI process will also exhibit similar level of correlation. Indeed, it was found RH@tAI: =
1/QAI} , = 1} = 0.96 andP{QAI{ = 0/QAI}{ , = 0} = 0.94 under correlated background traffic
atnode 1 angh, = 0.99 (Fig. 7). That is, a temporal correlation in the input process to node 1 seems to
be well captured by the temporal correlation of the QAI process. Thus, the resulting increased temporal
correlation in the queuing process due to the temporal correlation in the arrival process seems to be well
captured by the temporal correlation in the QAI process. This may be important in accurately evaluating
the temporal correlation in the end-to-end tagged cell delay process which may be useful in identifying
potential starvation problems when a large number of consecutive cells are delayed excessively.

Fig. 8 shows the tail of the end-to-end tagged cell delay probability mass function, given that QAI
(associated with node 1) is equal to 0 or 1. It can be observed that the observed state of the QAI af-
fects significantly this performance measure. Given that process QAI remains unchanged for a long time
(associated probabilities of change are 0.06 or 0.04) , it may be concluded that a large number of consec-
utive tagged cells may all experience either small or large delays (temporal correlation). The remarkable
agreement of the “real system” and the “conditional, @4\) " results can be clearly observed.

5.2. Results for a system of three nodes

A 3-node system is considered in this section to allow for the investigation of end-to-end results which
may represent more accurately the interactions of processes in larger scale systems. The results are derived
under the following system parameters.

The tagged cell interarrival time at node 1 is assumed to be constant and equal to 8At}1ai 8,The
background traffic at all nodes is an uncorrelated process with rates equal to 0.7, 0.25 and 0.3 for nodes
1, 2 and 3, respectively; the number of background cells at each node follows the binomial distribution
with maximum number equal to 6 and the proper success probability. The parameters of the correlated
splitting processes at the output of nodes 1 and 2 are givem}l();() = 0.5, p}(l, 1) = 0.99 and
n?(l) = 0.5, p}(l, 1) = 0.99. The input traffic load to node 1 is equal to 0.825 (the tagged traffic rate
equal to 0.125 and the background traffic rate equal to 0.7). The input traffic load to node 2 is equal to
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Fig. 8. Tail of the end-to-end (2-node) tagged cell delay probability mass function given the QAI state at the first node.

0.725 (the tagged traffic rate equal to 0.125, the background traffic rate equal to 0.25 and the carried-on
traffic rate equal to 0.35). Notice that when the splitting process at the output of node 1 is off — and thus
the entire output traffic of node 1 is forwarded to rdel— the input traffic rate to node 2 is equal to
1.075 (the tagged traffic rate equal to 0.125, the background traffic rate equal to 0.25 and the carried-on
traffic rate equal to 0.7). The input traffic load to node 3 is equal to 0.725 (the tagged traffic rate equal
to 0.125, the background traffic rate equal to 0.3 and the carried-on traffic rate equal to 0.3). Notice that
when the splitting process at the output of node 2 is off — and thus the entire output traffic of node 2
is forwarded to node 3 — the input traffic rate to node 3 is equal to 1.025 (the tagged traffic rate equal
to 0.125, the background traffic rate equal to 0.3 and the carried-on traffic rate equal to 0.6). In view of
the fact that the splitting process is very bursp);(l, 1) = 0.99, p?(l, 1) = 0.99) it is expected that
the queue instability periods (when the traffic load exceeds 1) will be significant inducing severe queuing
intensities which will not be observable under an evaluation assuming uncorrelated splitting. Finally, it
should be noted that the correlation in the traffic that interferes with the tagged traffic stream is introduced
primarily by the splitting process and it is not present in the background traffic.

The end-to-end delay probability mass function of a tagged cell is shown in Fig. 9. The result under the
“QAl approach” is obtained as outlined in Section 4.3. The results under “conditionak-QAIl)” are
derived by assuming the indicated state of the QAI at the various nodes. Since larger delay is an indicator
of higher queuing activity (congestion) and larger delay is observed when the QAl is set (Fig. 9) , it may be
concluded that the QAl is a reasonably good measure of congestion. Although there are realizations under
which a node may not be congested although the previous tagged cell is found in the node upon arrival
of the next one (QAE1L) , the above results suggest that such realizations are not frequent and/or that
the corresponding tagged cell arrival realization would represent one most likely shaped by a congested
previous node.

Fig. 10 depicts the tail of the end-to-end tagged cell delay probability mass function. It should be
noted again that the “no carried-on sim” results (Section 4) are expected to be more accurate than the
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analytical results derived by employing models proposed in the past which cannot accommodate the
carried-on traffic or a non renewal tagged cell interarrival/interdeparture process. The results in Fig. 10
clearly indicate that ignoring the carried-on traffic can lead to substantial underestimation of the tail of the
tagged cell delay probability mass function. Furthermore, the results obtained under the “QAl approach”
(as outlined in Section 4.3) are seen to be reasonably close to the “real system” ones, suggesting again

that the QAI is capable of capturing the spatial correlations associated with an end-to-end performance
measure.
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Fig. 10. End-to-end (3-node) tagged cell delay probability mass function.
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Temporal correlations are expected to be better observed by considering a metric involving a sequence
of consecutive cells, such as the delay jitter associated with-aell block. The probability mass function
of the M-cell block end-to-end delay jitter is shown in Fig. 11. The impact of temporal and/or spatial
correlations on the delay jitter results will be better understood by considering the fact that the delay
jitter metric is equal to the difference of the end-to-end (spatial) delays of the 1sW#mndtemporal)
cells (Section 4.6). Results marked by “QA¥, = x” are obtained under the “QAl approach” (Section
4.6) for a sequence af consecutive cells. The results under “only spatlél= x” maintain the spatial
correlation in the single cell end-to-end delay (as captured by the “QAIl approach” associated with this
computation) but assumes no temporal correlation between the 1&ttaratlls which are involved in the
computation of this metric (Section 4.3). The results under “decoupfed, x” do not consider spatial
and temporal correlation in the sense that the end-to-end cell delay is calculated as a pure convolution of
the delays associated with each node and the end-to-end delays of the Asthacells are assumed to
be independent (Section 4.6).

The results shown in Fig. 11 suggest that the QAI is capable of capturing the temporal correlations
associated with ai-consecutive cell metric. Specifically, #6increases — and the temporal correlation
between the 1st andifth cells decreases — the support of the probability mass function increases as
expected ¥ = 5, 10, 20). This indicates that results obtained under the QAIl approach are shaped by
(and, thus, capture) the temporal correlation. Results obtained under the QAl approati-adalmost
coincide with the results marked “QAM = 20" suggesting that the temporal correlations between the
1st andMth cells is insignificant for such valued #f. As a result, the “QAIM = 20" result is expected
to be very close to the one marked “only spatil,= 20", as it is the case in Fig. 11. Finally, by not
considering spatial correlation as well — result marked “decoupled” — the delay jitter is expected to
increase as it is observed in Fig. 11.

Results for the probability mass function of the end-to-end delay jitteMfoe 10 consecutive cells
are shown in Fig. 12 for the real system, under the “QAl approach” (as in Fig. 11) and for a system with
no carried-on traffic (simulative). The “real system” and “no carried-on sim.” results are in accordance
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Fig. 11. Probability mass function for thé-cell block, end-to-end (3-node) delay jitter.
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with the expectation that the increased queuing activity due to the presence of the correlated carried-on

traffic (Fig. 10) will induce higher delay jitter. The results under the QAIl approach (®A% 10) seem

to be reasonably accurate.
Results for the probability tha# consecutive cells miss a deadlifie= 100 are shown in Fig. 13.

The results are derived as described in Section 4.4. The “only spatial” results consider the end-to-end

cell delay derived by applying the QAI approach but assume that these quantities are independent for

consecutive cells. The difference between the “QAIl approach” and the “only spatial” results is due to the
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Fig. 13. Probability thad/ consecutive tagged cells miss a deadlin@ et 100.
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positive temporal correlation between consecutive cells captured to greater extent by the QAI approach.
Finally, the “conditional, QA&(1,1,1) ” result presents the probability thit consecutive cells miss
their end-to-end deadlirE given that the first cell observed a congested node (that is, QAl is equal to 1
in all three nodes).

Finally, the probability thaiM consecutive cells observe a queue length greateithat35 at node
3 is presented in Fig. 14. This probability may serve as a measure of the cell loss probability when the
buffer capacity of node 3 is equal @ The results are derived as described in Section 4.5. Similar results
are shown and conclusions can be drawn as in Fig. 13.

5.3. Results for a system of two nodes under a complex background process

The results presented above suggest that the (simple) 2-state Markov QAIl model can capture accurately
the impact of temporal/spatial correlations presentin consecutive nodes of tandem queuing systems. Since
both the QAI model and the background traffic model have the same structure (2-state Markov), it has
been questioned to what extent the effectiveness of the 2-state QAI model is due to the employment of
a 2-state model for the background traffic. The results presented in this section suggest that the effec-
tiveness of the 2-state Markov QAI approach is not limited to systems with 2-state Markov background
traffic, suggesting that the developed QAI can capturértnimsic characteristics of the temporal/spatial
correlations processes with respect to their impact on the key metrics presented in Section 4.

In this section the system considered in Section 5.1 is modified in order to evaluate the effectiveness
of the developed QAI approach in the presence of more complex background traffic. Specifically, the
multi-state (two-dimensional) Markov model developed in [17] — in order to characterize an MPEG
variable bit rate stream — is employed for the characterization of the background traffic. This type of
traffic has a very complex behavior as it exhibits both a high degree of burstiness (for instance, the peak
to average rate ratio is greater than 5) and strong temporal dependencies.
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The video traffic model is described in terms of the two-dimensional prodessH; }«-o, Where
H, describes the bit rate of the video source dnddescribes an underlying (low frequency) process
which modulates the bit rate. To avoid unnecessary state space complexity, 8 states and 8 levels have
been considered for the procesggesand H,, respectively; hence, the Markov chain has 64 states. The
transition probabilities of this Markov chain may be found in [18] and have been obtained by applying
the procedure developed in [17] and matching them to those associated with the MPEG-2 movie “The
Sheltering Sky”. The resulting average quantized rate has been normalized in the simulations presented
below, in order to obtain exactly the same average load in the nodes as in Section 5.1.

The accuracy of the QAI approach under the background traffic described above is evaluated through
simulations, since the formulae derived in the previous sections would require significant modifications,
which is beyond the scope of this paper. As in Section 5.1, the effectiveness of the QAI approach is
determined by comparing the delay distribution obtained: (a) with the QAI approach, (b) for the real
system, and (c) under “no carried-on” traffic; in case (c), the background traffic in node 2 has an average
rate equal to the sum of the average rate of the carried-on traffic (coming from node 1) and the average
rate of the local background traffic.

As in Section 5.1, the traffic at node 2 consists of the tagged traffic (with rate 0.125 cells per time
unit), the carried-on traffic from node 1 and the node 2 local background traffic. In the real system (and
also in the QAIl approach simulation), 50% of the carried-on traffic (i.e. the node 1 background traffic) is
diverted, as specified by the 2-state splitting process with paramgtén the no carried-on simulations
all the carried-on is diverted. The model considered for the background traffic for node 2 is identical to
that used for node 1 (i.¢Ly, H; }x>0) but with a different arrival rate. The rate of the background traffic
at node 1 is equal to 0.7 cells per time unit. In node 2 the background traffic has an arrival rate of 0.25
cells per time unit in the real system (and also in the QAI approach simulation) and 0.60 cells per time
unit in the no carried-on case.

Figs. 15-17 present the tail of the probability mass function of the tagged cell delay for different
values of the splitting process probability. Due to the computational cost required to accurately estimate
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Fig. 15. Complex background traffic case: tail of node 2 tagged cell delay probability mass functign=00.50.
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Fig. 16. Complex background traffic case: tail of node 2 tagged cell delay probability mass functign=00.90.

rare events with simulative techniques [19], reliable estimates up to the 99.5 percentile of the tail of the
delay distribution have been obtained. The estimates related to the 99.9 percentile have large confidence
intervals (for instance, the confidence interval is about 25 slotg for 0.99).

The above results suggest that the QAl approach captures effectively spatial/temporal correlations when
the background traffic is described not only by a 2-state Markov model but more complex ones. As the

spatial/temporal correlation increases the no carried-on approach provides QoS estimates which become
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Fig. 17. Complex background traffic case: tail of node 2 tagged cell delay probability mass functign=00.99.
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more and more optimistic. On the other hand, the estimates under the QAIl approach seem to be in good
agreement with the values obtained for the real system.

Appendix A

The 2-state, first-order Markov approximation to the binary protggs (or {J;“l}j) is developed by
matching the transition probabilities of the approximating process to those of the true process.

Let p!'(k, 1) andr (k), k, I € {0, 1} denote the transition and steady state probabilities of the 2-state
Markov approximation tq/}/};. These probabilities are given by

Pl =k, 1! =1}
Pr{I? = k)

pik, 1) = . mi(k) = Pr{I_J’-l =k}, k,1e{0, 1}, (A.1)

wherel” and/” denote two consecutive states{d}}; as shown in Fig. 3. The above joint and marginal
probabilities can easily be computed in terms of the known probabilistic descriptf@ht¢f as described
below.

Let j mark the arrival time oL TCA}. At this time instant{W}; = {1, J]’."l, F}, B}, 07} If Q7 >
2A% then(I_]'?, i}’) = (1, 1) since the queue cannot become empty of tagged cells before the next two

tagged cell arrivals occur. 10" < 2A7,, then I_]'.' = Lar<gn; i€ I_]’? = 1 as long as the departure of

LTCA; — which occursQ’; time slots following its arrival instant — does not occur before the next
tagged cell arrival. Similarly, iIFTCA; occurs atslot, i = j + A, thenf]’.’ = 141~ More details are
J—=i

given below. _ N

As described earlie?{I} = k, I} = I} is completely determined by the following: the number of
packets in the queue at th&# CA; arrival instant; the interarrival time of tHeTCA’ packet; the number
of packets in the queue at thelCA; arrival instant; the interarrival time of th8TCA packet. To
facilitate the derivations, consider the auxiliary Markov chgiry-7=1},, = {Q"m, » . A"}, embedded

at the tagged packet arrival instanfgj;1 denotes the queue occupancy atfte tagged packet arrival
instantg” = {J"~1, F", B"} andA" denotes the interarrival time between thith and(m + 1)th tagged
packet arrival. From the steady state and transition probabilities of the Markov{d#ait1},,, the joint
probabilities of two consecutive states of the Q{Q@” f]’.‘}, can be easily determined. For instance,

P{I! =0, 1'=0=>>">" > Prwy =t/ wrT=1prw =, (A.2)

1 n A )
D Pmi10n <AL 0" <A"

m

The steady state and transition probabilities of the Markov CHX;)?;\T=1},,, can be derived from those
of the Markov chaifW?};, embedded at each time slot. The steady state probabilities are obtained by
conditioning on the ever{l’ = 1}; i.e.

ﬁn’T:]'{l, d)Ov Cl} — lim Pr{QZ =1, ¢;’1 = ¢0, AI:n = a}
LT =1, ¢o)
Yool T =1, o)

Pr{A" = a/¢" = o}, (A.3)
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whererr, {I, T = 1, ¢o} are the steady state probabilitigé’}; and PfA" = a/¢" = ¢o} = Pr{A" =
a/J" 1}, whereA”, ¢" andJ"~! denote the generic random variables{tm;}j, on and{J;l‘l}j, respec-
tively.

The computation of the transition probabllltles{% /W” T=1} of the auxiliary Markov chain will
be facilitated by rewriting them as follows:

Pr{ Q:;-i—l’ ¢rnn+l’ +1/Qm’ ¢m’ An } - Pr{ Qm+l’ ¢m+l/Qm’ ¢m’ Aﬂ }Pr{An +1/¢m+l} (A4)

where, as before, I{’Am+l = a/¢p,., = ¢o} = PH{A}, = a/J"" 1}. The only unknown is therefore
Pr{Qm+l, m+l/Qm’ », Al }. Let j denote the slot at which theth tagged cell arrives, then

PHO" 4, ¢ /O, ¢, A} = Pr{Ql+An, Fean =1, JJ"H},H F}\pn B/ O,
" =1,J/7 F!L B}, AT (A.5)

The above quantity can be computed starting from stateand makingA’; transitions in which no
tagged cell arrives in the first’; — 1 transitions (with probability 1) and one tagged cell arrives at the
last transition (with probability 1). This computation is facilitated by slightly modifying the submatrices
A;(h, h+1)andA;(h, 1) of the transition matrixP, by taking into consideration that the interarrival time
is deterministic (given) and equal #3 . The following hold true for the modified submatric&s, h+1)

andA; (h, 1)
~ 1 ~ 1
Aith,h+1)=———A;(h,h+1), A;/(h,)=——"—A;(h, D). A.6
G+ D=t D A D =n At D (A6)
By using the above submatrices, the probability in the right-hand side of (A.5) is derived by constructing
the sequence of vectofs};, 1 < ¢ < A’j, wherer,(h, y) denotes the probability PO ;.. = h, ¢, =

y}/Q]’¢ijj}l and

rilh.y) = { (1) gt%érv:vi:eand ne= (A7)
r; is evaluated using the following relationships:
h+1
rea(h) =r QA+ D+ > ri(DAjalt.t+1), <AL (A.8)
j=1

From the last vectar - of the sequence, the steady state probability vector just aftéft@e; arrival,
conditioned on the state of the system just aftelfR€A; arrival, is computed as follows:

h+1
rerca(h) =ra (AL (A% D) + Y rar(DAn-j11(A], 1), (A9)
j=1

Fromr prcar (h) the probability in the right-hand side of (A.5) is directly obtained:

n n _ n—1 F" n n—1 n n n
PO s Theay = L) Ao Flins Bla/ Q) T7 = L 7Y FJ, BY, A7)

=TFrrCca” (QHA';JC) (A.10)

n—1 n n
wherex = {J F BHA,,}

jram Fjran
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Following the above approach, aIIjointprobabiIities{;Er: k, f]’.‘ = [} can be computed. Alternatively,
all probabilities can be computed from{li’;f =0, f;’ = 0} and the probability F{rf}‘ =1, fJ’? = 0}
(computed as above); i.e. by computing only the probabilities of the joint eventsfyvi:th 0 and, as
a result, considering only the cases in which ﬂﬂéCﬁ} arrival finds no tagged cell in the queue. Thus,
not every probability in each vectdr,}, 1 < r < A", needs to be computed but onlyk, y) for
h < Afa«+ A’y — 1. Finally, the remaining probabilities are computed from the following expressions:

n n
A max_ 1A max

Pr{l} =0} = Z Z Zﬁ"*“l{l, ¢o.a}, PrI! =1} =1-Pr{i} =0}, (A.11)
=0 a=I+1 ¢o
PH{I} = 0,1} =0} +Pr{i/ =0,1} =1} = Pr{I} = 0}, (A.12)
Pl =11} =0} +Pr{I} =117 =1} =PI} = 1}. (A.13)
Appendix B

One of the innovations of this work is due to the allowed dependen¢a’gf (or X;?‘l) from J]’."l
(the QAI associated with node— 1). That is, the time of the next tagged arrival to naddepends on
the QAI associated with node— 1. The conditional probability mass function Rﬁj‘l given Jj’."l can

be derived from the (joint) probability of evth’;*l, ij'*l}. The corresponding probability for node
is derived below by referring to quantities shown on Fig. 3.
The probability of even{tXJffl, JJ’.’*l} can be derived by proceeding as in part (a). Letark the arrival

time ofLTCAg!; at this time instanl{W]’?}j = {1, J}"l, F]’.’, B;.’, Q’}}. Itis easy to establish thm’} = ;’

D? = Q}M?, by noting that the delay of a tagged (or any) cell is equal to the queue occupancy upon
arrival to the queue. The probability of the joint evgAt; = l_);? — D7 + A%, I_J'.’} can be determined in
terms of the stationary probabilities tf{a’[/;’}j is in state{1, Jj’.“l, FJ’.’, B;’, Q;!} and considering the’}

transition probabilities, & A} < Af,,. More details are given below.

Fromthe above discussionitis evidenttha{t)P]r, I_J'f} can be expressed interms of the joint probabilities
of the following events: the number of packets queued aLT@A; arrival instant; the interarrival time
of the LTCA packet; the number of packets queued aﬂ:tmétﬁ(; arrival instant. Specifically,

Afmax—1 Amax
PrX) =k I} =0= Y > PH{QL=h A}=a, Qb =k+h—a), (B.1)
h=0 a=h+1
oo h
PriX) =k I} =1)=> > PO} =h A}, =a, Q) =k+h—a), (B.2)
h=1la=1

Pr{Q” = h, A", =a, Q" ,, = k+h — a} can be derived from the following:
PI‘{QZ:h,A"m =a, an—i-l:k—i_h_a}

> PO =k+h—a/Q) =h.¢). Al =a) POl =h, ¢, Al =a),
b
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where the probabilities IPQ”m = h,¢), A" = a} are the steady state probabilities of the auxiliary
Markov chainfwT=1}, (see Appendix A), and the probabilities{@” +1/Q ", A"} can be derived
by applying the same procedure as in Appendix A.

In principle — as shown by (B.1) and (B.2) — the computation ofX?; = k, I" = 1} requires
that for each value of the interarrival’! = a the probability calculation procedure involved in (B.1)
and (B.2), needs to be carried out for ea@f) > a, that is infinite times. This computation can be
simplified though by noting that since the queue never empties for this casg!(ie.1) , the event
{Q",1/0%, ¢, A, = a} depends only on the number of arrivals4fy steps; the latter depends only on
the evolution of the procegg’};. Thus,

m?

PO, =h/0L = 1,88, ALY =84 4y (h — 1 + AL),

whereédy; 4. (k) denotes the probability df arrivals inA;, steps with procesg’}; starting from state
¢! . The functlon5¢n A (k) can be computed by constructing the sequence of veptdrsl <1 < A7,
for eachA? , where

1 if Qn=A"=h and ¢" =y,

0 otherwise (8.3)

ri(h,y) = {

(see Appendix A). In this case, it is easy to observe dpat. (k) = ZyrFTCA’; (k,y).

Appendix C

The presence or absence of a background cell at the output ofrnatiéime j is assumed to be
(probabilistically) determined by’ (the QAI) and7/**. If T/** > 1 it is implied thatx” > T/**

and these are the cases that need to be considered (Eq. (7)).PRIGY$;"(0, 7/ = 1/ X" > T/*)
needs to be derived for all & 7/** < A7, .. Or, equivalently, the joint probabilitp {C" (0, T/**) =
1LX"> T;“rl} needs to be derived.

Let j mark the arrival time oETCA! A;; at that time{W”}, = {1, J”‘1 F}, B}, O’} Only the cases for
Q" < Ahax(sO thatl" = 0) need to be considered. ConS|derQi}estep evqution ofW”}j If X7 < 0]
then I” = 1 and such paths are not conS|deredX;tf > 0 then I” = 0. Let{Q", ... j+Qn} be

the state of W'}, reached at timg + Q. If Q"+Qn > Apax— Q) thenP{C"“(O Q"+l) =1X}>
Qi = f"(Q’}H) 1 <1 < A} — Q7 (until the next tagged cell arrival). @"wn Anax— Q) then

X} > 0%} with probabilityf”(Q”+,) and{C”+1(0 05,)=1 (0",,#0) forl<l < Al =0 (until the
next tagged cell arrival). More details are prowded below, where the QA assomated With the previous
node,J/7, is employed in the derivations for quantities at the input of nodel.

To compute PIC! (7, TiH = 1, XU(J}) > T/ J7 = 0} itis convenient to compute its comple-
ment P{C"*(J?, T/ = 0, X"(J}) > T/""*/J7 = 0}. The following can be obtained by employing

basic probabilistic arguments:
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PHC' (2, T/ = 0, X1(J7) > T/ /1) = 0)
ijéx_lzji’?ilz¢?Pr{C;?”(J’?, TIY =0, X1(J1) > 1, 0 =1, ¢, A" = a)
- Sty 5 PHOY = 1, ¢, A% = a)

. (C.1)

The denominator is easily derived by noting tha{t@’] =1,¢}, A} =a}are the steady state probabilities
of the procesgw”-7=1},, = (0", ¢", A" },, (see Appendix A). The probability Rf;.’“(ﬂ’, Tj"+1) =
0. X"(J1) > T/*, Q" =1, ¢", A" = a} is written as PYC ™ (J7, T/ = 0, X1(J1) > T/ /0" =
[, ¢}, A} = a} PHQ] =1, ¢7, A} = a}, where the conditional probability is computed from the follow-
ing:
PHCIM I, T/ = 0, X0 > T/ Q) =1, ¢, A = a)
= pr{QH,”;,H =0,X1(0) > T/ Q; = 1,47, A" = a}, (C.2)

PHO; s pyrs = 0. X(0) > T4/ Q; = 1, ¢, A} = a)

— Pr{Qj+z+T;l+l = O/Qj =1,¢}, A} =a}, if I+ T]{“+1 < A",

. (C.3)
0, otherwise

where P(Q . pin = 0/Q; = 1,¢", A" = a} = Y r, 1 (0,y) and the sentence of vectofs},
1<t < A is obtained as explained in the Appendix A.

Appendix D

In this appendix the Markov chai} = {®7, 0"} is described and the derivation of its stationary
probabilities is outlined.
Q7=0TA A1 Ay A3z Ay -7
Q=14 A1 Ay A3 A,
p—0"=2|0 Ay A Ar As
Q'=3|0 0 A A A

By taking into consideration that in each transition the tiffiencreases by one (time unit) until an arrival
occurs, it can be easily established that submatdgdsave the following structure:
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" =1 A;(1 1) A;(1,2) 0
T = Ai(2,1) 0 A;(2,3) 0
T) = A;(3,1) 0 0 A(34 0
A =
T!' = Amax-1 | Ai(Amax-1, 1) 0 <+ Ai(Amax-1, Amax)
T! = Amax | Ai(Amax 1) 0 ]

Submatriced; (1, h + 1) represent transitions in which no tagged arrival occurs at fithe- 7 andi
packets (carried-on plus background) arrive at gldthese submatrices are given by

Aj(h,h+1)
Jt=0Fr=0
Jt=0F =1

=1 F =0

=1 F =
[ Bi{c(h +1)ps(0,0) ]
+1—ch+1)})  Biic(h+1ps(0,1) 0 0
Bic(h+1)ps(1,00 Bi_ic(h+1Dps(1,1)
+B;(1—c(h + 1)) 0 0 pl(h,h+1),
0 0 Bips(0,0) B; 1ps(0,1)
L 0 0 Bips(1,0) B;_1ps(1,1) |

wherec(h+1) is the probability that a carried-on packet arrives at tiffie= 2+ 1 andB; is a 2x 2 matrix

which contains the product of the transition probabilities of the background process and the probability
thati background packets arrive given the status of the background prgcessy) is the probability

that the splitting process moves from stat® statem; p!(h, h + 1) is the transition probability for

T}C (defined earlier). Submatrices (h, 1) represent transitions in which a tagged arrival occurs at time
T} = h and hence: (a) no transition occurs in the splitting process; tb] new background packets
arrive in slot;.

Due to the structure of submatricas(hx, i + 1) andA; (h, 1), matrixAg has several zero columns: all
the columns corresponding to submatridesh, 1), 1 < h < Amax are zero columns (total of eight). In
addition, each submatri&q(%, h + 1) has its last two columns equal to zero. As a resdhs; 2(Amax— 1)
columns of matrixAg vanish. This implies that the corresponding columns of mairidefined by the
unique stochastic solution to equation:

G = ZAka, (D.1)
k=0
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—see Section 3.4 in [15] — also vanish and he6ces reducible. In this case, the solution approach
should be modified. By permuting the phases, submatAgeasan be partitioned as shown below:

A — A (D) A2
T AR A |

Ap(1) andAy(3) are empty and thus matr@& has the following structure:

10 G©®
G= [0 G(4)] ’
By noting that

. [0 GG ®
0o Gw» |

G(2) andG (4) are obtained by instantiating (12) to this case. Thus,

G2)=) AG'® +) A (DGDG @),
k=0 k=1

G =Y AMG D+ ARGC2G @)
k=0 k=1

Substantial computational gains can be achieved by following the above calculation procedure and em-
ploying only the submatrices & which are not empty. The computational complexity is further reduced
by exploiting the structure of matrices.. As pointed out before, 22 elements in each row of matrik;
are non-zero, reducing the complexity of the proddigG* to 2- 23 products for each non-zero element
in G. It should also be noted that the resulting system exhibits a homogeneous behavior for all states;
that is, rows corresponding 10’ = 0 andQ’} = 1 are identical inP, and henc&k = G (see [15]). By
following the standard procedure described in [15] — employing the computational reduction as outlined
above — the steady state probabilitigsfor the boundary states are calculated; the elements afe
the steady state probabilities associated with the level (occupancy) 0 and some phase.

Finally, the queue occupancy probability mass function is calculated by applying Ramaswami’s algo-
rithm, [16]. Letx; denote the vector of the steady state probabilities associated with a level (occupancy)
i and some phase. Then,

i—1 00
X = |:Zxk/_1,'+1_kj| I - Al)il, Ak = ZA,'Gi_k (k = 0). (D2)
k=0 i=k

Clearly, the complexity reduction considerations in €henatrix computation (as discussed above) hold
also for the computation of matriA.
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Appendix E
E.1. Derivation ofPr{D}, QAI}, QALY

The derivation of PfD}, QAI7, QAIZ‘l} is presented in this part. This quantity is computed by
conditioning on the status of the system observed by the previous tagged packet ¢kackgtand the
interarrival between packet&k — 1 andok:

Pr{D}, QAI}, QAL
= Z PID}, QAT}, QAT ™Y/ Q1. $l_1 Al IPHO 1, B 1, A1) (E.1)

Ok -1-Po—1Aok-1
Pr{ng_l, o1, A4} is the steady state probability of the auxiliary proce{ﬁ,ﬁ’T:l}m and
Pr{D}, QAI}, QAI/ Q" 1, Zk—l,g Al }=PHOAL/ QF 1, dr_qs Apy_q} PHDY, QAIZﬁl/AQZk—l’
Pox—1» A1} Where PCQATY = 1/00, 1. ¢5_1. Agi 1} = Lign - pn j}@nd PEDE, QALY Qs

or, 1, AN} =Pr{Q!, QALY 0" 1, ¢" 4, A"} is obtained directly from the transition probabil-
ities of the auxiliary process.

E.2. Derivation ofPr{QAI,, QAIy 1}

The derivation of PIQ A1 ,,, QAI,_4} is presented in this part.

Pr{QAI ., QAI _1}=Pr{QAI},, QAIL, |, QAI%, QAI%, ., ..., QAIY,, QAIY, |}

N
= (]_[Pr{QAI" , QALY /QAIY, QAI",;}ﬂ) Pr{QAI3,, QAT 4).
i=2

(E.2)

Thus, the problem s reduced to the computation of probabilitie@Rv',,, QAI’, ,/ QAI-Y, QAI;;fl},
which are obtained from the auxiliary procg$g’7=1},,. Itis easy to observe thatRR A, QAI, ,,
QAI'Y, QA1) can be expressed in terms of B, 71 Wil =1y,
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