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The ever-changing nature of the ad-hoc networks, makes the design of efficient Medium Ac-
cess Control (MAC) policies challenging. Topology-unaware MAC policies, that allocate
slots deterministically or probabilistically have been proposed in the past and evaluated un-
der heavy traffic assumptions. In this paper, the heavy traffic assumption is relaxed and the
system throughput achieved by these policies is derived as a function of the traffic load. The
presented analysis establishes the conditions and determines the values of the access proba-
bility for which the system throughput under the probabilistic policy is not only higher than
that under the deterministic policy but it is also close to the maximum achievable, provided
that the traffic load and the topology density of the network are known. In case the traffic
load and/or the topology density are not known (which is commonly the case in ad-hoc net-
works), alternative values for the access probability are also derived which, although not
the optimal (maximizing the system throughput), they do lead to a system throughput higher
than that under the Deterministic Policy. Simulation results for a variety of topologies with
different characteristics support the claims and the expectations of the analysis and show
the comparative advantage of the Probabilistic Policy over the Deterministic Policy.

I. Introduction

The design of an efficient Medium Access Control
(MAC) protocol in ad-hoc networks is challenging.
The idiosyncrasies of these networks, where no infras-
tructure is present and nodes are free to enter, leave or
move inside the network without prior configuration,
allow for certain choices on the MAC design depend-
ing on the particular environment and therefore, it is
not surprising that several MAC protocols have been
proposed so far.

Contention-based MAC protocols are widely em-
ployed in ad-hoc networks, such as the CSMA/CA-
based IEEE 802.11, [1]. In addition to the carrier
sensing mechanism, MACA, [2], employs the Ready-
To-Send/Clear-To-Send (RTS/CTS) handshake mech-
anism. This mechanism is mainly introduced to avoid
the hidden/exposed terminal problem, which causes
significant performance degradation in ad-hoc net-
works. Other protocols based on variations of the
RTS/CTS mechanism have been proposed as well, [3],
[4], [5].

∗This work has been supported in part by the IST NoE ENEXT
research program, funded by the European Commission, and the
“Kapodistrias” project, funded by the University of Athens.

TDMA-based MAC protocols are also employed,
where each node is allowed to transmit during a spe-
cific set of TDMA scheduling time slots. S-TDMA
- proposed by Kleinrock and Nelson, [6] - is capa-
ble of providing collision-free scheduling based on
the exploitation of noninterfering transmissions in the
network. In general, optimal solutions to the prob-
lem of time slot assignment often result in NP-hard
problems, [7], [8], which are similar to the n-coloring
problem in graph theory. Other collision-free schedul-
ing schemes have been proposed as well, [9], [10],
[11], [12].

Topology-unaware TDMA scheduling schemes de-
termine the scheduling time slots irrespectively of
the underlying topology and in particular, irrespec-
tively of the scheduling time slots assigned to neigh-
bor nodes. The topology-unaware scheme presented
in [13], exploits the mathematical properties of poly-
nomials with coefficients from finite Galois fields to
randomly assign scheduling time slot sets to each
node of the network. For each node it is guaran-
teed that at least one time slot in a frame would be
collision-free, [13]. Another scheme, proposed in
[14], maximizes the minimum guaranteed throughput
(other topology-unaware schemes have also been pro-
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posed, [15], [16]). However, both schemes employ
a deterministic policy (to be referred to as the Deter-
ministic Policy) for the utilization of the assigned time
slots that fails to utilize non-assigned time slots that
could result in successful transmissions, [17], [18],
[19]. Therefore, a new policy was proposed that prob-
abilistically utilizes the non-assigned time slots ac-
cording to a common access probability p (to be re-
ferred to as the Probabilistic Policy). Analytical re-
sults for the maximization of the system throughput
were derived and its dependency on the topology den-
sity was additionally investigated, [19]. An important
feature of the Probabilistic Policy is that it is a simple
transmission policy that can be implemented easily,
allowing for transmissions without the need for co-
ordination among different nodes or awareness about
topological changes.

All the aforementioned works ([13], [14], [17],
[18], [19]) have focused on heavy traffic conditions
and no work has been conducted for the non-heavy
traffic case, except than a preliminary version of this
work, [20]. In this paper, the probability λ, 0 ≤ λ ≤
1, that a node has data for transmission during one
time slot (probability λ is also referred to as the traf-
fic load) is considered. Analytical expressions for the
system throughput are derived for both the Determin-
istic Policy and the Probabilistic Policy as a function
of λ. An analysis based on approximations, whose
accuracy is also investigated here, provides expres-
sions for the system throughput maximization under
the Probabilistic Policy, in case the traffic load and
the topology density are known. In case the traffic
load and/or the topology density are not known, ex-
pressions for the resulting throughput have also been
derived; even though the system throughput under the
Probabilistic Policy is not maximized, in this case, it
turns out to be higher than that achieved under the De-
terministic Policy. Extensive simulations confirm the
results of the analysis.

In Section II, an example ad-hoc network is de-
scribed and some key definitions are introduced. Both
transmission policies are described in Section III.
In Section IV, analytical expressions for the system
throughput as a function of the traffic load are derived
for both policies. In Section V, the conditions for the
existence of an efficient range of values for the ac-
cess probability p (values of the access probability p
under which the Probabilistic Policy outperforms the
Deterministic Policy) are established through an ap-
proximate analysis. Furthermore, this analysis deter-
mines the value of the access probability that maxi-
mizes the system throughput provided that the traffic

load and the topology density are known. In Section
VI, the accuracy of the approximate analysis is stud-
ied, while in Section VII the case when the traffic load
and/or the topology density are not known is consid-
ered and expressions are derived such that the system
throughput under the Probabilistic Policy, even though
not maximized, is higher than that under the Deter-
ministic Policy. At this point a comparison is carried
out between the results of the analysis presented here
for λ = 1 and the results of the analysis presented
in [19] (heavy traffic conditions). Simulation results,
presented in Section VIII for a variety of topologies
with different characteristics, support the claims and
expectations addressed by the results of the analysis
in the previous sections. Section IX presents the con-
clusions.

II. Network Definition

An ad-hoc network may be viewed as a time varying
multihop network and may be described in terms of a
graph G(V,E), where V denotes the set of nodes and
E the set of links between the nodes at a given time
instance. Let |X| denote the number of elements in
set X and let N = |V | denote the number of nodes
in the network. Let Su denote the set of neighbors of
node u, u ∈ V . These are the nodes v to which a di-
rect transmission from node u (transmission u → v)
is possible. In this work omni-directional antennas
will be considered and it is assumed that the trans-
mission power is equal for all transmitting nodes in
the network. Let D denote the maximum number of
neighbors for a node; clearly |Su| ≤ D, ∀u ∈ V .
Time is divided into time slots with fixed duration and
collisions with other transmissions is considered to be
the only reason for a transmission not to be successful
(corrupted).

Suppose that node u wants to transmit to a partic-
ular neighbor node v in a particular time slot i. In
order for the transmission u→ v to be successful (un-
corrupted), two conditions should be satisfied. First,
node v should not transmit in the particular time slot
i, or equivalently, no transmission v → ψ, ∀ψ ∈ Sv
should take place in time slot i. Second, no neigh-
bor of v - except u - should transmit in time slot i, or
equivalently, no transmission ζ → χ, ∀ζ ∈ Sv − {u}
and χ ∈ Sζ , should take place in time slot i. Conse-
quently, transmission u→ v is corrupted in time slot i
if at least one transmission χ→ ψ, χ ∈ Sv∪{v}−{u}
and ψ ∈ Sχ, takes place in time slot i. Figure 1 de-
picts an example network of 27 nodes. For this net-
work N = 27, and it can be seen that D = 6. Nodes
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χ, whose transmissions corrupt transmission 8 → 13,
χ ∈ S13 ∪ {13} − {8}, are gray colored.
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Figure 1: Example network of 27 nodes for which
N = 27 and D = 6. Nodes χ that their transmissions
corrupt transmission 8 → 13, χ ∈ S13∪{13}−{8} =
{12, 13, 14, 17, 18, 19}, are drawn gray. Transmission
8 → 13 is depicted by a white arrow, while those
transmissions that corrupt transmission 8 → 13 are
depicted by black arrows.

In the event of a transmission u → v, it is impor-
tant for node u to be notified about its successful (or
corrupted) reception in order to retransmit the corre-
sponding data in the case of corruption, [21]. This
may be achieved by the use of retransmission mech-
anisms like the Selective Repeat ARQ mechanism.
Another approach is to allow part of the end of each
time slot to be used for the transmission of a posi-
tive acknowledgement (ACK) by the receiver (imme-
diately after a successful transmission), [22]. Given
that omni-directional antennas are used and the trans-
mission power is equal for all transmitting nodes, the
transmission corresponding to the positive acknowl-
edgement ACK will not be corrupted by any other
transmission. For example, suppose that transmission
8 → 13, for the network depicted in Figure 1, takes
place in time slot i. If transmission 8 → 13 is success-
ful (nodes 12, 13, 14, 17, 18, 19 do not transmit), node
13 will transmit a positive acknowledgement ACK to
node 8 at the end of time slot i. Transmission 13 → 8
may be corrupted if any of the nodes 12, 9, 4, 7 trans-
mits at the same time. Given that in time slot i trans-
mission 8 → 13 was successful, it is obvious that
none of the aforementioned nodes was the receiver
node of a successful transmission (corruption would
have taken place due to the presence of transmission
8 → 13). Consequently, these nodes will not trans-
mit simultaneously with transmission 13 → 8 (at the
end of time slot i) that acknowledges the successful
transmission 8 → 13 in time slot i. For the rest of this

paper it will be assumed that the acknowledgment is
received instantaneously, [23].

III. Transmission Policies

According to the transmission policy proposed in [13]
and [14], each node u ∈ V is randomly assigned a
unique polynomial fu of degree k with coefficients
from a finite Galois field of order q (GF (q)). Polyno-

mial fu is represented as fu(x) =
k∑
i=0

aix
i(mod q),

[14], where ai ∈ {0, 1, 2, ..., q − 1}; parameters q and
k are calculated based on N and D, according to the
algorithm presented either in [13] or [14].

The access scheme considered is a TDMA scheme
with a frame consisting of q2 time slots. If the frame is
divided into q subframes s of size q, then the time slot
assigned to node u in subframe s, (s = 0, 1, ..., q − 1)
is given by fu(s)mod q, [14]. Consequently, one time
slot is assigned for each node in each subframe. Let
Ωu be the the set of time slots assigned to node u.
Given that the number of subframes is q, |Ωu| = q.

The deterministic transmission policy, proposed in
[13] and [14], is the following.

The Deterministic Policy: Each node u transmits in
a slot i only if i ∈ Ωu, provided that it has data to
transmit.

The relation between N , D, q and k is important in
order to explain the main property of the Determinis-
tic Policy: there exists at least one time slot in a frame
over which a specific transmission will remain uncor-
rupted, [13]. Suppose that two neighbor nodes u and
v have been assigned two (unique) polynomials fu
and fv of degree k, respectively. Given that the roots
of each node’s polynomial correspond to the assigned
time slots to each node, k common time slots is possi-
ble to be assigned among two neighbor nodes. Given
that D is the maximum number of neighbor nodes of
any node, kD is the maximum number of time slots
over which a transmission from any node is possible
to become corrupted. Since the number of time slots
that a node is allowed to transmit in a frame is q, if
q > kD or q ≥ kD + 1 (k and D are integers) is sat-
isfied, there will be at least one time slot in a frame in
which a specific transmission will remain uncorrupted
for any node in the network, [13].

The assigned unique polynomials fu to each node
u allow for the determination of Ωu. This assignment
may be considered as similar to MAC identification
numbers (MAC IDs) and are assigned to each node
accordingly: either they are included in the device or
they are assigned using a control mechanism. In this
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work, it is assumed a node has been assigned a unique
polynomial randomly (without taking into account the
neighbor nodes of the node and/or their assigned poly-
nomials) before the node enters the network. It is
also important to guarantee that the number of unique
polynomials is enough for all nodes in the network, or
qk+1 ≥ N . If for a given N and q, qk+1 ≥ N is not
satisfied, then k has to be increased (perhaps resulting
to a new q that satisfies q > kD) until the number of
unique polynomials is sufficient.

Let Oi,u→v be that set of nodes χ whose transmis-
sions corrupt a particular transmission u → v (i.e.
χ ∈ Sv ∪ {v} − {u}) and which are also allowed
to transmit in time slots i (i.e., they are assigned slot i
or i ∈ Ωχ). Let Oi,u→v

c be the complementary set of
nodes in Sv ∪ {v} − {u} for which i /∈ Ωχ.

Oi,u→v =
{
χ : χ ∈ Sv ∪ {v} − {u}, i ∈ Ωχ

}
,

(1)

Oi,u→v
c =

{
χ : χ ∈ Sv ∪ {v} − {u}, i /∈ Ωχ

}
.

(2)

Obviously, |Oi,u→v| + |Oi,u→v
c| = |Sv|.

Depending on the particular random assignment of
the polynomials, it is possible that two nodes be as-
signed overlapping time slots (i.e., Ωu ∩Ωv 	= ∅). Let
Cu→v be the set of overlapping time slots between
those assigned to node u and those assigned to any
node χ ∈ Sv ∪ {v} − {u}.

Cu→v = Ωu ∩

 ⋃
χ∈Sv∪{v}−{u}

Ωχ


 . (3)

Obviously, if i ∈ Cu→v (|Oi,u→v| > 0 when i ∈
Cu→v), it is possible that another transmission will
corrupt transmission u → v in time slot i, provided
that there are data for transmission. If i ∈ Ωu−Cu→v

(|Oi,u→v| = 0), no transmission corrupts transmission
u→ v in time slot i.

Let Ru→v denote the set of time slots i, i /∈ Ωu,
over which transmission u → v would be successful
even for heavy traffic conditions (λ = 1). Equiva-
lently, Ru→v contains those slots not included in set⋃
χ∈Sv∪{v} Ωχ. Consequently,

|Ru→v| = q2 −


⋃
χ∈Sv∪{v}

Ωχ

 . (4)

As it has been shown in [19], |Ru→v| ≥ q(k−1)D,
resulting in a large number of unused time slots (es-
pecially for k > 1) that could be used to increase the

average number of transmissions. In general, the use
of slots i, i ∈ Ru→v, may increase the average number
of successful transmissions, as long as Ru→v is deter-
mined and time slots i ∈ Ru→v are used efficiently.

The determination of Ru→v requires the existence
of a mechanism for the extraction of sets Ωχ, ∀χ ∈
Sv. In addition, the efficient use of slots in Ru→v by
node u, requires further coordination and control ex-
change with neighbor nodes χ, whose transmissions
χ → ψ, with Rχ→ψ ∩ Ru→v 	= ∅, may utilize the
same slots in Rχ→ψ ∩Ru→v and corrupt either trans-
mission u → v or χ → ψ, or both. In order to use all
non-assigned time slots without the need for further
coordination among the nodes, the following proba-
bilistic transmission policy was introduced in [19].

The Probabilistic Policy: Each node u always trans-
mits in slot i if i ∈ Ωu and transmits with probability
p in slot i if i /∈ Ωu, provided it has data to transmit.

The Probabilistic Policy does not require specific
topology information (e.g., knowledge of Ru→v, etc.)
and, thus, induces no additional control overhead. The
access probability p is a simple parameter common
for all nodes. Under the Probabilistic Policy, all slots
i /∈ Ωu are potentially utilized by node u: both, those
in Ru→v, for a given transmission u → v, as well as
those not in Ωu ∪Ru→v that may be left unutilized by
neighboring nodes under non-heavy traffic conditions
(λ < 1).

Following the approach described in [13], and re-
garding the example network depicted in Figure 1, q,
k and each set Ωχ are determined for all nodes χ in the
network. In particular, q = 7, k = 1 and for transmis-
sion 8 → 13, C8→13,R8→13, and Ωχ, χ ∈ S13∪{13},
are determined and depicted in Figure 2. Time slots
i ∈ Ω8 − C8→13 are depicted with light-gray colored
boxes, while time slots i ∈ C8→13 are depicted with
dark-gray colored boxes. Time slots i ∈ R8→13 are
depicted with white colored boxes. Finally, time slots
i /∈ Ω8 ∪ R8→13 are depicted with mid-gray colored
boxes. The upper left small numbers in the boxes refer
to the particular time slot in a frame, while the central
number refer to the nodes that have been assigned the
particular time slot.

IV. System Throughput

In order to derive the expressions for the system
throughput under both the Deterministic Policy and
the Probabilistic Policy, it is necessary to derive the
expressions for the probability of success of a specific
transmission (throughput) under both policies.
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Figure 2: Transmission sets Ωχ, χ ∈
S13 ∪ {13} = {8, 12, 13, 14, 17, 18, 19}.
Ω8 = {1, 9, 17, 25, 33, 41, 42}, C8→13 =
{9, 25, 33, 41} (|C8→13| = 4) and R8→13 =
{2, 8, 10, 11, 19, 20, 21, 26, 28, 37, 40, 48}
(|R8→13| = 12).

IV.A. Specific Transmission

Let Pi,D,u→v (Pi,P,u→v) denote the probability that
transmission u → v in slot i is successful, under
the Deterministic (Probabilistic) Policy. Let PD,u→v

(PP,u→v) be the average probability over a frame for
transmission u → v to be successful during a time
slot, under the Deterministic (Probabilistic) Policy.

That is, PD,u→v = 1
q2

∑q2

i=1 Pi,D,u→v (PP,u→v =
1
q2

∑q2

i=1 Pi,P,u→v), where q2 is the frame size, in time
slots.

Under the Deterministic Policy each node u trans-
mits over a time slot i with probability λ, if i ∈ Ωu.
Any other node χ, for which i ∈ Ωχ, also transmits
with probability λ. Consequently, Pi,D,u→v = 0, for
i /∈ Ωu, and Pi,D,u→v = λ(1−λ)|Oi,u→v|, for i ∈ Ωu.
Given that |Oi,u→v| = 0 for those slots i ∈ Ωu−Cu→v

(|Oi,u→v| > 0 when i ∈ Cu→v), it is concluded that
Pi,D,u→v = λ, for i ∈ Ωu − Cu→v. As a result,

PD,u→v =
q − |Cu→v| +

∑
i∈Cu→v

(1 − λ)|Oi,u→v|

q2
λ, (5)

where |Ωu| = q.
Under the Probabilistic Policy, if i ∈ Ωu, each node

u transmits over a time slot iwith probability λ, while
if i /∈ Ωu each node u transmits with probability pλ.
Any other node χ, for which i ∈ Ωχ, transmits in
the same time slot i with probability λ, whereas if i /∈
Ωχ it transmits with probability pλ. Consequently, for
i ∈ Ωu, Pi,P,u→v = λ(1−λ)|Oi,u→v|(1−pλ)|Oi,u→v

c |,
while for i /∈ Ωu, Pi,P,u→v = pλ(1 − λ)|Oi,u→v|(1 −

pλ)|Oi,u→v
c | . Given that |Oi,u→v|+ |Oi,u→v

c| = |Sv|,
for i ∈ Ωu, Pi,P,u→v = λ

(
1−λ
1−pλ

)|Oi,u→v|
(1−pλ)|Sv |,

while for i /∈ Ωu, Pi,P,u→v = pλ
(

1−λ
1−pλ

)|Oi,u→v|
(1−

pλ)|Sv|. By definition, |Oi,u→v| = 0, if i ∈ (Ωu −
Cu→v) ∪ Ru→v, and |Oi,u→v| > 0 if i ∈ Cu→v or
i /∈ Ωu ∪Ru→v. As a result,

PP,u→v =

∑
i∈Cu→v

(
1−λ
1−pλ

)|Oi,u→v|

q2
λ(1 − pλ)|Sv|

+
q − |Cu→v| + p|Ru→v|

q2
λ(1 − pλ)|Sv|

+
p

∑
i/∈Ru→v∪Ωu

(
1−λ
1−pλ

)|Oi,u→v|

q2
λ(1 − pλ)|Sv|.

(6)

IV.B. System Throughout

The destination node v of a particular transmission
u → v, depends on the destination of the data and
consequently, on the network application as well as
on the routing protocol. For the rest of this work it
will be assumed that a node u transmits to only one
v, v ∈ Su. For any of the numerical or simulation
results presented in the sequel, node v will be a node
randomly selected out of Su.

The probability of success of a transmission (aver-
aged over all nodes in the network) under each corre-
sponding policy, is referred to as the system through-
put and is denoted by PD (PP ) under the Determinis-
tic (Probabilistic) Policy. According to equations (5)
and (6), the system throughput PD and PP is derived
from the following equations.

PD =
1
N

∑
∀u∈V

q − |Cu→v| +
∑

i∈Cu→v
(1 − λ)|Oi,u→v|

q2
λ,

(7)

PP =
1
N

∑
∀u∈V

∑
i∈Cu→v

(
1−λ
1−pλ

)|Oi,u→v|

q2

×λ(1 − pλ)|Sv|

+
1
N

∑
∀u∈V

q − |Cu→v| + p|Ru→v|
q2

×λ(1 − pλ)|Sv|

+
1
N

∑
∀u∈V

p
∑

i/∈Ru→v∪Ωu

(
1−λ
1−pλ

)|Oi,u→v|

q2

×λ(1 − pλ)|Sv|, (8)
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where v ∈ Su.
From Equation (7) and Equation (8) it can be seen

that for p = 0, PP = PD , while for p = 1, PP =
1
N

∑
∀u∈V λ(1−λ)|Sv|. The latter is greater than zero

for 0 < λ < 1.
In Figure 3(a) the system throughput for the net-

work depicted in Figure 1 is illustrated for various
values of p, as a function of λ. It is obvious that as
λ increases, PP increases faster than PD until a max-
imum is assumed. If the maximum is assumed for
λ < 1, then as λ increases further, PP decreases until
λ = 1. As it can also be observed, those values of p
for which PP is large for small values of λ, result in
small PP for large values of λ and vice versa. Figure
3(b) depicts PP as a function of p for different values
of λ; the same conclusion as before may be drawn.
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Figure 3: Numerical results for the system throughput,
PP , under the Probabilistic Policy (a) as a function of
λ, for different values of p (p = 0, p = 0.1, p = 0.15,
p = 0.25, p = 0.5 and p = 1.0) and (b) as a function
of p, for different values of λ (λ = 0.1, λ = 0.5 and
λ = 1.0). Note that for p = 0, PP = PD.

From the above discussion it is obvious that a cer-
tain value for p maximizes the system throughput for
a certain value of λ. The aim of the following section
is to establish the conditions under which PP ≥ PD is
satisfied and derive the relations between λ and p for
which not only PP ≥ PD , but PP is also maximized.

V. System Throughput Maximization

As it is difficult to derive analytical expressions and
establish the conditions for the system throughput
maximization from Equation (8), a more tractable
form of PP is considered.

Let P̂P denote that value of PP when 1−λ
1−pλ is re-

placed by 1. Then, P̂P = 1
N

∑
∀u∈V

|Cu→v|
q2

λ(1 −
pλ)|Sv|+ 1

N

∑
∀u∈V

q−|Cu→v|+p|Ru→v|
q2 λ(1−pλ)|Sv |+

1
N

∑
∀u∈V

p(q2−q−|Ru→v|)
q2

λ(1 − pλ)|Sv| or, finally,

P̂P =
1
N

∑
∀u∈V

1 + p(q − 1)
q

λ(1 − pλ)|Sv|. (9)

Since 1−λ
1−pλ ≤ 1, it is clear that P̂P ≥ PP .

Even though P̂P has a more tractable form than
that of PP , it still cannot be easily analyzed fur-
ther. It can be seen from Equation (9) that P̂P cor-
responds to a polynomial of D + 1 degree with re-
spect to p, which is difficult or impossible to be solved
in the general case (D > 1). A more tractable
form of P̂P , P̃P , is analyzed instead. P̃P is equal
to 1

N

∑
∀u∈V

1+p(q−1)
q λ(1 − pλ)|S|, where |S| =

1
N

∑
∀v∈V |Sv|. Finally, P̃P is given by the following

equation.

P̃P =
1 + p(q − 1)

q
λ(1 − pλ)|S|. (10)

|S| is the average number of neighbor nodes of each
node in the network. Let |S|/D be referred to as
the topology density for a particular network. Given
that D is known (and constant), knowledge of |S| is
enough to determine the topology density |S|/D and
vice versa. It is clear that |S| (or the topology density
|S|/D) influences exponentially the system through-
put as it can be concluded from Equation (10).
P̂P may or may not be a good approximation of PP ,

while P̃P may or may not be a good approximation of
P̂P . As it can be seen in Section VI, even for those
cases when P̂P is not a good approximation of PP ,
and P̃P is not a good approximation of P̂P , the results
of the following analysis may be applied.

The following two theorems show that there exists
a range of values of p of the form [0, pmax] (where
pmax, 0 < pmax ≤ 1, corresponds to that value of p
for which P̃P = PD) such that P̃P ≥ PD, irrespec-
tively of the value of λ.

Theorem 1 There exists an efficient range of values
for p such that P̃P ≥ PD, irrespectively of the value
of λ.

Proof. Under the Deterministic Policy, q is the
maximum number of time slots during which a trans-
mission is successful and therefore, qλ is the max-
imum (average) number of successful transmissions
in one frame. For any transmission u → v, accord-
ing to Equation (5), q − |Cu→v| +

∑
i∈Cu→v

(1 −
λ)|Oi,u→v|λ ≤ qλ. Consequently, according to Equa-
tion (7), PD ≤ λ

q . It thus suffices to identify the range

of values of p for which P̃P ≥ λ
q .

In Appendix A it is shown that dP̃P
dp =

pλ(|S|+1)(1−q)+q−1−λ|S|
q λ(1 − pλ)|S|−1 and therefore,

dP̃P
dp = 0 for p = q−1−λ|S|

λ(|S|+1)(q−1)
(≡ p0). Given that

P̃P = PD for p = 0, the required range of values

6 Mobile Computing and Communications Review, Volume 1, Number 2



for p does not exist if dP̃P
dp < 0 for all p ∈ (0, 1].

dP̃P
dp < 0 is satisfied if p0 < 0 and as it is shown in

Appendix A, p0 < 0, if λ > q−1

|S| . Given that |S| ≤ D

(equality holds if all nodes have D neighbor nodes)
and q ≥ kD + 1 ≥ D + 1 (equality holds for k = 1),
it is concluded that |S| ≤ q − 1 or q−1

|S| ≥ 1. Given

that λ ≤ 1, λ > q−1

|S| is not satisfied and consequently,

it is not possible that dP̃P
dp < 0 for all p ∈ (0, 1]. Con-

sequently, there exists a range of values for p such that
P̃P ≥ PD , irrespectively of the value of λ. �

Theorem 2 The efficient range of values for p of The-
orem 1 is of the from [0, pmax], for some 0 < pmax ≤
1.

Proof. If λ ≥ q−1

q|S|+q−1
is satisfied then, according

to the Appendix A, p0 ≤ 1 is satisfied, where p0 =
q−1−λ|S|

λ(|S|+1)(q−1)
. From Appendix A it can be seen that

for p close to 0, dP̃P
dp > 0. Given that dP̃P

dp = 0 for

p = p0, dP̃P
dp > 0 for p < p0, and dP̃P

dp < 0 for

1 ≥ p > p0 (dP̃P
dp = 0 for only one value of p ∈ (0, 1)

as it may be seen from Appendix A). As a result, when
λ ≥ q−1

q|S|+q−1
, P̃P = λ

q for p = 0, and as p increases,

P̃P increases, until p = p0. As p increases and p > p0,
P̃P decreases until p = 1, where P̃P = λ(1−λ)|S|. If

λ(1 − λ)|S| > λ
q , then pmax = 1. If λ(1 − λ)|S| ≤ λ

q ,

there exists a value of p = pmax ≤ 1, such that P̃P =
λ
q .

If λ < q−1

q|S|+q−1
, then dP̃P

dp > 0, for any value of p.

Consequently, P̃P constantly increases and therefore,
pmax = 1 and the maximum is assumed for p = 1. �

The example of Figure 4 depicts three possible
shapes of the curve corresponding to P̃P . For the case
corresponding to λ = 1, p0 and pmax have been drawn
as well. For the case corresponding to λ = 0.5, it is
clear the p0 is close to 0.4 and pmax = 1. For the
case corresponding to λ = 0.1, the maximum is as-
sumed for p = 1 and pmax = 1 as well. It is clear
that for different values of λ, different values of p cor-
respond to P̃P maximization. Theorem 3 establishes
the conditions and presents the relations for the sys-
tem throughput maximization.

Theorem 3 If λ < q−1

q|S|+q−1
, P̃P is maximized for

p = 1. If λ ≥ q−1

q|S|+q−1
, P̃P is maximized for

p = q−1−λ|S|
λ(|S|+1)(q−1)

.
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Figure 4: P̃P as a function of p for different value of
λ.

Proof. For λ < q−1

q|S|+q−1
, as it was shown in the proof

of Theorem 2, dP̃P
dp > 0. Consequently, the maximum

value for P̃P is assumed for p = 1.
For λ ≥ q−1

q|S|+q−1
, as it was shown in the proof of

Theorem 2, dP̃P
dp ≥ 0 for p ∈ [0, p0] and dP̃P

dp ≤ 0 for

p ∈ [p0, 1]. Consequently, the maximum value for P̃P

is assumed for p = p0 = q−1−λ|S|
λ(|S|+1)(q−1)

. �
Based on the results of Theorem 3, the value of the

access probability p that maximizes P̃P , denoted by
p̃λ,|S|, is given by the following equation.

p̃λ,|S| =




1, if λ < q−1

q|S|+q−1
;

q−1−λ|S|
λ(|S|+1)(q−1)

, if λ ≥ q−1

q|S|+q−1
.

(11)
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Figure 5: Simulation results for the system throughput
(PP ) under the Probabilistic Policy as a function of λ,
for different values of p (p = 0, p = 0.1, p = 0.15,
p = 0.25, p = 0.5, p = 1.0 and p = p̃λ,|S|). |S| =

2.963 and |S|/D = 0.494.

For p = p̃
λ,|S|, P̃P is maximized but it is also ex-

pected that PP will have a better performance than
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that achieved by a fixed value of p when λ is not con-
stant. This is illustrated in Figure 5 concerning sim-
ulation results (more information about the simulator
can be found in Section VIII) for the network depicted
in Figure 1. In this figure, PP for p = p̃λ,|S| is close
to the maximum obtained by any other curve for con-
stant values of p. The cases under which the results of
this analysis may be used to maximize PP (as opposed
to P̃P that has been examined in the present section),
are investigated in the following section.

VI. On the Accuracy of the Approxi-
mation

How close is P̂P to PP depends on how close is 1−λ
1−pλ

to 1. Obviously, 1−λ
1−pλ is close to 1 for small values of

λ and large values of p, as it can be seen in Appendix
B. This is clearly depicted in Figure 6, concerning the
network depicted in Figure 1, where PP and P̂P are
depicted (a) as a function of λ for different values of
p and (b) as a function of p for different values of λ.
The curve corresponding to P̂P is very close to the
one corresponding to PP for small values of λ and/or
large values of p.

An interesting observation on Figure 6 is that those
values of p and λ, whose curves corresponding to PP
and P̂P are not close, have almost the same shape.
This means that those values of p and λ, for which P̂P
assumes the maximum, are close to the value of p and
λ for which PP assumes the maximum, as it may also
be observed from Figure 6.
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Figure 6: Numerical results for the system throughput
(P ) corresponding to PP , P̂P and P̃P , (a) as a function
of λ, for different values of p (p = 0.1, p = 0.5 and
p = 0.9) and (b) as a function of p, for different values
of λ (λ = 0.1, λ = 0.5 and λ = 0.9). Note that for
p = 0, PP = PD .

How close is P̂P to P̃P depends on how
close is |P̃P − P̂P | to 0. In Appendix C it
is shown that |P̃P − P̂P | = 1+p(q−1)

q λ(1 −
pλ)|S|

 1
N

∑
∀u∈V (1 − pλ)|Sv|−|S| − 1

. Let

V ar{|S|} = 1
ND

∑
v∈V

|S| − |Sv|
 be defined as

the topology density variation. It is evident that as
V ar{|S|} increases, |P̃P − P̂P | increases exponen-
tially. Consequently, P̃P is a good approximation of
P̂P for rather small values of V ar{|S|}. In the excep-
tional case of a network for which all nodes have the
same number of neighbor nodes (except perhaps the
particular node that has D neighbor nodes), P̃P ≈ P̂P
(V ar{|S|} → 0). For the case that all nodes have
equal number of neighbor nodes and equal to D, then
P̃P = P̂P (V ar{|S|} = 0). An example of the
latter case is a network with uniformly distributed
nodes on a sphere’s surface. For the example net-
work depicted in Figure 1 it can be calculated that
V ar{|S|} = 0.364.

In Figure 6, where P̃P is also depicted, it can be
seen that the shape of the corresponding curve is sim-
ilar to that of the curve corresponding to P̂P . It can
also be seen that for small values of p and λ both

curves are close. This holds since

 1
N

∑
∀u∈V (1 −

pλ)|Sv|−|S| − 1
 is close to zero (and consequently

|P̃P − P̂P | is close to zero) for small values of p and
λ. It is evident that even though P̂P may not be close
to P̃P , for a given λ the values of p for which P̃P is
maximized are close to the values of p for which P̂P
is maximized.

��� ���

Figure 7: Networks A (a) and B (b) with the same
topology density value (|S|/D = 0.494) with Net-
work C (Figure 1) but different topology density vari-
ation (V ar{|S|} = 0.037, 0.198 and 0.136, respec-
tively).

In order to provide an example let the networks de-
picted in figures 7(a), 7(b) and 1 be referred to as net-
work A, B and C , respectively. All three networks
have the same number of nodes (N = 27), the same
number of maximum neighbor nodes (D = 6) and the
same topology density (|S|/D = 0.494).

Figure 8 depicts PP,A, PP,B and PP,C for the three
aforementioned networks as well as P̃P as a function
of p and for λ = 1. These are simulation results and
were obtained as it is described in Section VIII. Let
p0,A, p0,B and p0,C those values of p for which PP,A,
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Figure 8: System throughput for network A,B and C .

PP,B and PP,C are maximized, respectively. It is ob-
served from Figure 8 that as V ar{|S|} increases the
difference between PP (for any of the networks) and
P̃P increases, while the difference between the value
of p that maximizes PP and the value of p that maxi-
mizes P̃P (p0), increases but not dramatically.

From the previous discussion it is concluded that
the smaller the value of λ and V ar{|S|} and the
higher the value of p, the better the approximation of
PP by P̃P . However, even for those cases that PP is
not too close to P̃P , the results of the analysis for P̃P
may be used in order to achieve system throughput,
PP , close to the maximum.

VII. Unawareness of λ and |S|

Knowledge of both λ and |S| is required in order to
utilize the results of the analysis presented in Section
V and in particular, by Equation (11). If the topology
density |S|/D is known, |S| can be calculated (D is
known). In the general case, it is possible that λ and/or
|S| are not known and therefore, it would be useful to
derive analytical expressions for those values of p that
the system throughput under the Probabilistic Policy
even though it is not maximized, at least is higher than
that under the Deterministic Policy.

For the case for which λ is known but |S| is not,
the maximum topology density value (corresponding
to |S| = D) is considered and the corresponding value
for p, denoted by p̃λ, is given by Equation (12). For
the case for which |S| is known but λ is not, a heavy
traffic scenario (corresponding to λ = 1) is considered
and the corresponding value for p, denoted by p̃|S|, is
given by Equation (13). Finally, for the case for which
both λ and |S| are not known, the corresponding value
for p (λ = 1 and |S| = D), denoted by p̃, is given by

Equation (14).

p̃λ =

{
1, if λ < q−1

qD+q−1 ;
q−1−λD

λ(D+1)(q−1) , if λ ≥ q−1
qD+q−1 .

(12)

p̃|S| =
q − 1 − |S|

(|S| + 1)(q − 1)
. (13)

p̃ =
q − 1 −D

(D + 1)(q − 1)
. (14)

The following theorem shows that for any value of
p derived from any of the equations (12), (13) and
(14), the system throughput under the Probabilistic
Policy is higher than that under the Deterministic Pol-
icy.

Theorem 4 For any p equal to p̃λ, p̃|S| or p̃, P̃P ≥
PD is satisfied.

Proof. p̃λ,|S| belongs to the efficient range of val-

ues for p for which P̃P ≥ PD is satisfied. Accord-
ing to Theorem 2, this range of values is of the form
[0, pmax], for some 0 < pmax ≤ 1. It is is enough to
show that p̃λ, p̃|S| and p̃ are less or equal to p̃λ,|S|.

In order to show that p̃λ ≤ p̃λ,|S|, both ranges of
values for λ of equations (11) and (12) should be com-
pared. Given that |S| ≤ D, q−1

qD+q−1 ≤ q−1

q|S|+q−1
.

Consequently, for λ < q−1
qD+q−1 , according to equa-

tions (11) and (12), the equality p̃λ = p̃
λ,|S| = 1

holds. For q−1
qD+q−1 ≤ λ < q−1

q|S|+q−1
, p̃

λ,|S| = 1 and

p̃λ = q−1−λD
λ(D+1)(q−1) . As it can be seen in Appendix

D, q−1−λD
λ(D+1)(q−1) ≤ 1 is satisfied and consequently,

p̃λ ≤ p̃λ,|S| is also satisfied. For λ ≥ q−1

q|S|+q−1
,

p̃λ,|S| = q−1−λ|S|
λ(|S|+1)(q−1)

and p̃λ = q−1−λD
λ(D+1)(q−1) . Ac-

cording to Appendix D q−1−λD
λ(D+1)(q−1) ≤ q−1−λ|S|

λ(|S|+1)(q−1)
,

is satisfied and consequently, p̃λ ≤ p̃
λ,|S| is always

satisfied.
In order to show that p̃|S| ≤ p̃

λ,|S| is satisfied, it

is enough to show that q−1−|S|
(|S|+1)(q−1)

≤ q−1−λ|S|
λ(|S|+1)(q−1)

is satisfied. Consequently, it is enough to show that

q−1−|S| ≤ q−1−λ|S|
λ or λ(q−1)−λ|S| ≤ q−1−λ|S|

or λ(q− 1) ≤ q− 1. The latter is always satisfied and
consequently, p̃|S| ≤ p̃λ,|S|.

In order to show that p̃ ≤ p̃λ,|S| is satisfied, it
is enough to show that p̃ ≤ p̃|S| is satisfied or
q−1−D

(D+1)(q−1) ≤ q−1−|S|
(|S|+1)(q−1)

or q−1−D
D+1 ≤ q−1−|S|

|S|+1
or

(|S|+1)(q−1−D) ≤ (D+1)(q−1−|S|) or q|S|+
q−|S|−1−D|S|−D ≤ qD+q−D−1−|S|D−|S|
or q|S| ≤ qD. The latter is always satisfied. �
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For the heavy traffic scenario (λ = 1), an ap-
proximate analysis was also presented in [19] and
boundaries (p̃0min < p̃0max) for the value of p
that maximizes the system throughput were de-
rived. In particular, it was derived that p̃0min =

q2−(2|S|+1)

(
q− 2|S|+1

4

)
(
q2−(|S|+1)

(
q− 2|S|+1

4

))
(|S|+1)

and p̃0max = 1
|S|+1

.

As it can be seen in Appendix E, p̃|S| < p̃0max

is always satisfied and p̃|S| > p̃0min is satisfied if

q > |S|2|S|+1

2|S|−1
. If q < |S|2|S|+1

2|S|−1
then p̃|S| < p̃0min .

The fact that p̃|S| sometimes does not fall within the
boundaries provided by the analysis in [19], is at-
tributed to the accuracy of the different approxima-
tions considered in each analysis. Boundaries p̃0min

and p̃0max have been derived based on approximations
that their accuracy depends only on V ar{|S|}, while
p̃|S|’s accuracy depends additionally on how close is
1−λ
1−pλ to 1. Given that for this case λ = 1, 1−λ

1−pλ = 0;
that is the worst case. Consequently, for those cases
for which λ = 1, p̃0min can be a better approximation
than p̃|S|.

VIII. Simulation Results

Simulation results have been provided already in Sec-
tion IV for the example network of 27 nodes depicted
in Figure 1. In this section, networks of 100 nodes
are considered for various values of D and the topol-
ogy density |S|/D. The aim is to demonstrate the
applicability of the analytical results for a variety of
topologies with different characteristics. In particu-
lar, four different topology categories are considered.
The number of nodes in each topology category is
set to N = 100, while D is set to 5, 10, 15 and
20. These four topology categories are denoted as
D5N100, D10N100, D15N100 and D20N100, respec-
tively. Three different topologies that correspond to
different topology density values |S|/D are consid-
ered for each topology category. Figures 9, 10 and
11 depict simulation results for the system throughput
PP , for different topology density values. In particu-
lar, in Figure 9, |S|/D is small (around 0.2), in Figure
10, |S|/D is around 0.6, while in Figure 11, |S|/D is
high (around 0.85). For all cases the number of neigh-
bor nodes for each node is not the same; this leads
to nonzero values for the topology density variation
V ar{|S|}.

The algorithm presented in [14] is used to derive
the sets of scheduling slots and the system through-
put is calculated averaging the simulation results over

100 frames. Time slot sets Ωχ are assigned randomly
to each node χ, for each particular topology. The par-
ticular assignment is kept the same for each topology
category throughout the simulations.
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Figure 9: System throughput simulation results as a
function of λ for different values of p (p = 0, p =
p̃λ,|S|, p = p̃λ, p = p̃|S|, p = p̃ and p = 1.0) small

topology density values |S|/D.

Figures 9, 10 and 11 depict simulation results for
the system throughput PP as a function of λ, for dif-
ferent values of p (p = 0, p = p̃λ,|S|, p = p̃λ, p = p̃|S|,
p = p̃ and p = 1.0). For p = 0 the system through-
put under the Probabilistic Policy is identical to that
under the Deterministic Policy (PP=PD). This case
is depicted throughout the simulation results for com-
parison reasons.

For p = 1.0, it can be seen that as λ increases, PP
increases rather fast until a certain maximum value
and then decreases until λ = 1.0, where PP = 0.
As it can be observed from the three figures (9, 10 and
11), as the topology density increases, the value of λ
for which PP assumes the maximum, decreases.

For p = p̃
λ,|S| it is evident that the system through-

put under the Probabilistic Policy is not only higher
than that under the Deterministic Policy but it is also
close to the maximum for all different topologies.

For p = p̃λ and for small values of λ, as it can be
seen in Figure 9, the system throughput is identical
to that obtained for p = p̃

λ,|S| and p = 1.0. This
can be concluded from Equation (11) and Equation
(12) where for λ < q−1

qD+q−1 , p̃
λ,|S| = p̃λ = 1.0. For

λ > q−1
qD+q−1 the system throughput, even though not

close to that obtained for p = p̃
λ,|S|, is higher than

that obtained under the Probabilistic Policy. As the
topology density increases (Figure 10 and Figure 11)
it is clear that the system throughput obtained for p =
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Figure 10: System throughput simulation results as a
function of λ for different values of p (p = 0, p =
p̃
λ,|S|, p = p̃λ, p = p̃|S|, p = p̃ and p = 1.0) and

medium topology density values |S|/D.

p̃λ is close to the maximum.
For p = p̃|S| and for small values of λ, the system

throughput is not close to that obtained for p = p̃λ,|S|
but is higher than that obtained under the Determinis-
tic Policy, irrespectively of the topology density value.
As λ increases the system throughput increases and
for large values of λ it is close to the maximum.

For p = p̃, the system throughput curve is simi-
lar to that for p = p̃|S|, except that the obtained sys-
tem throughput is smaller. As the topology density in-
creases, the system throughput for both cases (p = p̃
and p = p̃|S|) converges. Again, the obtained system
throughout is higher than that obtained under the De-
terministic Policy. This is an important observation
since p̃ is calculated without knowledge of either λ or
|S|.

In order to obtain a clearer view, the system
throughput for the D10N100 topology category and
topology density |S|/D = 0.57 and V ar{|S|} =
0.172, is depicted in Figure 12 as a function of p, for
λ = 0.1, λ = 0.3, λ = 0.6 and λ = 0.9. It is evident
that for p = p̃

λ,|S|, the system throughput assumes the
maximum value for any value of λ. For any other case
(p = p̃λ, p = p̃|S| or p = p̃) the system throughput
is less than that obtained for p = p̃λ,|S| but definitely
higher than that obtained under the Deterministic Pol-
icy. The latter was expected as a direct result from
Theorem 4. In all cases it is evident that the system
throughput achieved under the Probabilistic Policy is
higher than achieved under the Deterministic Policy.

Another factor that influences the system through-
put is the topology density |S|/D, as it can be seen
from the exponential factor of Equation (10). In Fig-
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Figure 11: System throughput simulation results as a
function of λ for different values of p (p = 0, p =
p̃
λ,|S|, p = p̃λ, p = p̃|S|, p = p̃ and p = 1.0) and high

topology density values |S|/D.

ure 13, it can be seen that the system throughout
under the Deterministic Policy decreases slowly as
|S|/D increases, while the system throughout under
the Probabilistic Policy decreases rapidly as |S|/D in-
creases. The only exception is for p = p̃, where the
decreament is not so rapid. It can also be observed
that as |S|/D increases, the curves corresponding to
p = p̃

λ,|S| and p = p̃λ converge as well as those cor-
responding to p = p̃|S| and p = p̃. For large values

of λ and |S|/D the four aforementioned curves con-
verge to the same value. The reason is, according to
equations (11), (12), (13) and (14), that the values of
p̃
λ,|S|, p̃λ, p̃|S| and p̃ converge to the same value, for λ

close to 1 and |S| close to D.

IX. Conclusions

The system throughput under both the Deterministic
Policy and the Probabilistic Policy has been inves-
tigated previously for heavy traffic conditions, [13],
[14], [17], [18], [19]. In this work, expressions have
been derived and analyzed for the general non-heavy
traffic case. The results of this analysis established
conditions and provided expressions in order for the
system throughput under the Probabilistic Policy to be
not only higher than that under the Deterministic Pol-
icy, but also be maximized, for various traffic loads.

Expressions for the system throughput were derived
for both policies as a function of the traffic load and
the accuracy of certain analysis approximations was
investigated. These derived expressions determine the
values of the access probability p for which the system
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Figure 12: System throughput simulation results for
the D10N100 topology (|S|/D = 0.57 and and
V ar{|S|} = 0.172) as a function of p for different
values of λ (λ = 0.1, λ = 0.3, λ = 0.6 and λ = 0.9).

throughput under the Probabilistic Policy is higher
than that under the Deterministic Policy. For the par-
ticular case for which both the traffic load (λ) and
the topology density (|S|/D) are known, the system
throughput is maximized for the derived value of ac-
cess probability, p = p̃

λ,|S|. For the cases for which

λ and/or |S|/D are not known, analytical expressions
for the appropriate values of p were also derived lead-
ing to a system throughput which, even though not
maximized, is higher than that achieved under the De-
terministic Policy (p = p̃λ, p = p̃|S| and p = p̃).

Simulations have been conducted for a variety of
different topologies with different characteristics and
different traffic loads that support the claims and the
expectations of the analysis. The simulation results
have shown that the achieved system throughput is
maximized, provided that λ and |S|/D are known. If
the latter is not the case, the system throughput can
still be higher than that under the Deterministic Policy
provided that the results of the aforementioned analy-
sis are applied. The simulation results also show how
the system throughput is affected by the topology den-
sity |S|/D and demonstrate the fact that the use of the
analytical results assures a system throughput under
the Probabilistic Policy higher than that under the De-
terministic Policy even for large values of |S|/D.

In conclusion, a simple and easily implemented
transmission policy like the Probabilistic Policy, al-
lows for nodes to transmit without any need for co-
ordination among them and without considering the
topological changes; this is essential for ad-hoc net-
works. The results of the analysis provided in this pa-
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Figure 13: System throughput simulation results for
the D10N100 topology as a function the topology den-
sity |S|/D for different values of p (p = 0, p = p̃

λ,|S|,
p = p̃λ, p = p̃|S| and p = p̃) and different values of λ
(λ = 0.1, λ = 0.3, λ = 0.6 and λ = 0.9).

per can be used to specify an access probability that
achieves a system throughput close to the maximum
for different traffic loads.
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A. First Derivative dP̃P

dp

dP̃P
dp

=
pλ(|S| + 1)(1 − q) + q − 1 − λ|S|

q

×λ(1 − pλ)|S|−1.

Obviously, dP̃P
dp = 0 for p = q−1−λ|S|

λ(|S|+1)(q−1)
(≡ p0).

Note that dP̃P
dp = 0 also for p = 1

λ but for this case
p ≥ 1 and as a result is not considered.

It is required that 0 ≤ p0 ≤ 1. p0 ≥ 0 is sat-
isfied if q − 1 − λ|S| ≥ 0 or λ ≤ q−1

|S| . p0 ≤ 1

is satisfied if q−1−λ|S|
λ(|S|+1)(q−1)

≤ 1 or q − 1 − λ|S| ≤
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λ(|S|+1)(q−1) or q−1 ≤ λ(|S|+1)(q−1)+λ|S|
or λ ≥ q−1

(|S|+1)(q−1)+|S| or λ ≥ q−1

q|S|+q−1
.

B. Accuracy of 1 − 1−λ
1−pλ

It is required that 1−λ
1−pλ is close to 1 or 1− 1−λ

1−pλ close

to 0 or λ 1−p
1−pλ close to 0. Let g(λ, p) = λ 1−p

1−pλ and
the closer g(λ, p) to 0 the better the approximation.
Obviously, g(0, p) = g(λ, 1) = 0

It can be calculated that dg(λ,p)dλ = 1−p
(1−pλ)2

≥ 0.

Consequently, as λ increases g(λ, p) increases. The
maximum is assumed for λ = 1, g(1, p) = 1. Con-
sequently, the smaller the value of λ the better the ap-
proximation.

It can also be calculated that dg(λ,p)
dp =

−λ 1−λ
(1−pλ)2

≤ 0. Consequently, as p increases g(λ, p)
decreases. The maximum is assumed for p = 0,
g(λ, 0) = λ. Consequently, the higher the value of
p the better the approximation.

C. Accuracy of |P̂P − P̃P |

According to Equation (9) and Equation (10), |P̂P −
P̃P | is calculated as follows.

|P̂P − P̃P | =
 1
N

∑
∀u∈V

1 + p(q − 1)
q

λ(1 − pλ)|Sv|

−1 + p(q − 1)
q

λ(1 − pλ)|S|


=
1 + p(q − 1)

q
λ

 1
N

∑
∀u∈V

(1 − pλ)|Sv|

−(1 − pλ)|S|


=
1 + p(q − 1)

q
λ(1 − pλ)|S| 1

N

∑
∀u∈V

(1 − pλ)|Sv|−|S| − 1
.

D. Complementary of Theorem 4

For q−1
qD+q−1 ≤ λ < q−1

q|S|+q−1
, q−1−λD
λ(D+1)(q−1) ≤ 1 will

be shown that is satisfied. q−1−λD
λ(D+1)(q−1) can be writ-

ten as
q−1

λ
−D

(D+1)(q−1) .
q−1

λ
−D

(D+1)(q−1) assumes the maximum
value when the value for λ is the minimum or λ =

q−1
qD+q−1 . Consequently,

q−1
λ

−D
(D+1)(q−1) ≤

q−1
q−1

qD+q−1

−D
(D+1)(q−1) =

qD+q−1−D
(D+1)(q−1) = D(q−1)+q−1

(D+1)(q−1) = 1.

In order to show that q−1−λD
λ(D+1)(q−1) ≤ q−1−λ|S|

λ(|S|+1)(q−1)
it

is enough to show that q−1−λD
D+1 ≤ q−1−λ|S|

|S|+1
or (|S| +

1)(q−1−λD) ≤ (D+1)(q−1−λ|S|) or |S|q+q−
|S|−1−λD|S|−λD ≤ qD+q−D−1−λ|S|D−λ|S|
or |S|q−|S|−λD ≤ qD−D−λ|S| or |S|(q−1+λ) ≤
D(q−1+λ) or |S| ≤ D. The latter is always satisfied.

E. p̃|S| Versus p̃0max and p̃0min

In order to show that p̃|S| < p̃0max , it is enough to

show that q−1−|S|
(|S|+1)(q−1)

< 1
|S|+1

or q−1−|S|
q−1 < 1 or

q − 1 − |S| < q − 1 or |S| > 0. The latter is always
satisfied.

In order to show that p̃|S| > p̃0min ,

it is enough to show that q−1−|S|
(|S|+1)(q−1)

>

q2−(2|S|+1)

(
q− 2|S|+1

4

)
(
q2−(|S|+1)

(
q− 2|S|+1

4

))
(|S|+1)

or q−1−|S|
q−1 >

q2−(2|S|+1)

(
q− 2|S|+1

4

)

q2−(|S|+1)

(
q− 2|S|+1

4

) or q−1−|S|
q−1 >

q2−(|S|+1)

(
q− 2|S|+1

4

)
−|S|

(
q− 2|S|+1

4

)

q2−(|S|+1)

(
q− 2|S|+1

4

) or

1 − |S|
q−1 > 1 −

|S|
(
q− 2|S|+1

4

)

q2−(|S|+1)

(
q− 2|S|+1

4

) or 1
q−1 <

q− 2|S|+1
4

q2−(|S|+1)

(
q− 2|S|+1

4

) or q2−(|S|+1)
(
q − 2|S|+1

4

)
<

(q − 1)
(
q − 2|S|+1

4

)
or q2 < (q + |S|)

(
q − 2|S|+1

4

)
or 4q2 < (q + |S|)(4q − 2|S| − 1) or

4q2 < 4q2 − 2q|S| − q + 4q|S| − 2|S|2 − |S| or 0 <
−q+2q|S|−2|S|2−|S| or q−2q|S|+2|S|2+|S| < 0
or q(1 − 2|S|) < −2|S|2 − |S|. Given that

1 − 2|S| < 0, it is enough that q > |S|2|S|+1

2|S|−1
is satis-

fied. Consequently, p̃|S| > p̃0min , if q > |S|2|S|+1

2|S|−1
is

satisfied, while if q < |S|2|S|+1

2|S|−1
, p̃|S| < p̃0min .
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