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Abstract. In this thesis we study the efficiency of systems, in which,
users share resources. We assume that the users are selfish and we use
principles of Game Theory for our study. In the first part of the thesis, we
theoretically study the influence of the systems efficiency due to selfish-
ness. The basic tool that we use in our study is the Price of Anarchy [32,
44]. In the second part of the thesis, we study algorithms (mechanisms),
in order to remedy the situation due to selfishness. A Mechanism is an
algorithm that aims at leading the players into actions desirable for the
system and achieve this goal by appropriately modifying the parameters
of the game.

1 Introduction

During the last decade, the rapid growth of the Internet, lead the Computer
Science community into a new effort for understanding some of its most criti-
cal features. Internet consists of a variety of autonomous computational entities
that react into the system, having different and often conflicting interests. Non
cooperative Game Theory, studies situations (games), where selfish agents with
conflicting interests, take decisions ignoring the social welfare. This observation
motivated the creation of a new scientific area that lies in the border between
Computer Science and Economics and particularly Game Theory. The object
of this new area is the modeling of a distributed system as a (non) coopera-
tive game, where the reactions taking place are strategic decisions of the selfish
autonomous entities (agents, players) that constitute the network.

Having such a model at hand, two main questions that motivated our research
are the following:

— How much is the system’s performance affected due to the users’ selfish
behavior?

— Can we modify the parameters of the system, so as to implicitly enforce the
selfish agents to act in a way that benefits the social welfare?

This paper consists of two parts that cover a wide spectrum of the Game
Theoretic perspective of network analysis. The first part (Section 2) concerns a
theoretical study of the influence of the systems’ performance due to selfishness.
The main tool that we use in our study is the Price of Anarchy [32,44]. In
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the second part (Section 3), we try to eliminate the undesirable situations that
appear due to selfishness, by use of mechanisms. A mechanism is an algorithm
that aims at enforcing the agents to react according to the systems’ designer
desire and achieve this by appropriately modifying the parameters of the game.

2 The Price of Anarchy of Congestion Games

In this section we study the influence of the systems performance due to self-
ishness. We consider a wide and interesting subclass of games introduced by
Rosenthal, naming Congestion Games[45].

Related Work The study of the price of anarchy was initiated in [32], for
(weighted) congestion games of m parallel links. The price of anarchy for the

maximum social cost is proved to be £2( log’i < m ), while in [38,33, 18] they proved

@(log’i <) In [18], they extended the result to m parallel links with different

speeds and showed that the price of anarchy is @(mgﬁ%) In [17], more
general latency functions are studied, especially in relation to queuing theory.
For the same model of parallel links, [25] and [37] consider the price of anarchy
for other social costs.

In [50], the special case of congestion games in which each strategy is a
singleton set is considered. They give bounds for the case of the average social
cost. For the same class of congestion games and the maximum social cost,
[26] showed that the price of anarchy is ©(log N/loglog N) (a similar, perhaps
unpublished, result was obtained by the group of [50]). The case of singleton
strategies is also considered in [27] and [37]. In [24], they consider the mixed
price of anarchy of symmetric network weighted congestion games, when the
network is layered.

The non-atomic case of congestion games was considered in [46,47] where
they showed that for linear latencies the average price of anarchy is 4/3. They
also extended this result to polynomial latencies.

2.1 The Pure Price of Anarchy of Congestion Games

In [11], we study the price of anarchy of pure equilibria in general congestion
games with linear latency functions.

We consider both the maximum and the average (sum) player cost as social
cost. We also study both symmetric and asymmetric games. Our results (both
lower and upper bounds) are summarized in Table 1. For the case of asymmetric
games, the values hold also for network congestion games. We don’t know if this
is true for the symmetric case as well.

We extend these results to the case of latency functions that are polynomials
of degree p with nonnegative coefficients. The results (both lower and upper
bounds) appear Table 2.

2.2 The Correlated Price of Anarchy and of Stability

In [10], we study linear general congestion games with linear cost (latency) func-
tions. We focus mainly on the sum social cost which is the sum of the cost of
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Table 1. Price of anarchy of pure equilibria for linear latencies. N is the number of
the players.
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Table 2. Price of anarchy of pure equilibria for polynomial latencies of degree p. N is
the number of the players.

all players and we consider all types of equilibria: dominant strategies, pure and
mixed Nash equilibria, and correlated equilibria.

These equilibria are related by inclusion and this hierarchy allows us to look
for the strongest possible results. In particular, when we obtain a lower bound
on the price of stability or the price of anarchy for dominant strategies, this
lower bound holds for all types of equilibria. (It is important to emphasize that
this holds for the price of stability because a strong dominant strategy implies
unique Nash and correlated equilibrium). And on the other end, when we obtain
an upper bound for correlated equilibria, this holds for all types of equilibria.
Interestingly—but not entirely unexpectantly—such general results are easier to
prove in some cases (when we are not distracted by the additional structure of
the specific subproblems).

Price of stability: For linear congestion games we give an upper bound
of 1.6 for Nash and correlated equilibria. Although bounding directly the price
of stability seems hard—after all, we need to bound the best not the worst
equilibrium—we resort to a clever trick by making use of the potential of con-
gestion games. More specifically, instead of bounding the cost of the best equi-
librium, we bound the cost of the pure Nash equilibrium which has minimum
potential. Since every local optimum of the potential corresponds to a pure Nash
equilibrium (by the handy theorem of Rosenthal [45,40]), such a Nash equilib-
rium is guaranteed to exist.

We give a non-trivial lower bound of 1 + ? ~ 1.577 for dominant strate-
gies. This is a surprisingly strong result: It states in the strongest possible way
that for some games, selfishness deteriorates the efficiency of some systems by
approximately 58%. It is also perhaps the most technical part of this work. Natu-
rally, both the upper and lower bounds hold for all types of equilibria (dominant
strategies, pure and mixed Nash, and correlated equilibria). We also observe that
for the max social cost (i.e., the maximum cost among the players) the price of
stability is ©(v/N).

Price of anarchy: For linear congestion games, we extend some of the results
of our STOC’05 paper [11] on the price of anarchy. There we showed bounds on
Nash equilibria which we extend here to correlated equilibria. At the same time



we strengthen the bounds. More specifically, we show that the correlated price
of anarchy of the sum social cost is 2.5 for the asymmetric case and g%jj for
the symmetric case, where N is the number of players. Since in [11], we had
matching lower bounds for pure Nash equilibria, these are also tight bounds for
pure and mixed Nash and correlated equilibria.

We also extend the results of [6] about the price of anarchy of Nash equilibria

for weighted linear congestion games when the social cost is the total latency:

The price of anarchy of correlated equilibria is % ~ 2.618. Although we prove
a more general result, our proof is substantially simpler.

2.3 Convergence in Congestion Games

The main tool for analyzing the performance of systems where selfish players
interact without central coordination, is the notion of the price of anarchy in a
game; this is the worst case ratio between an optimal social solution and a Nash
equilibrium. Intuitively, a high price of anarchy indicates that the system under
consideration requires central regulation to achieve good performance. On the
other hand, a low price of anarchy does not necessarily imply high performance
of the system. One main reason for this phenomenon is that in many games,
the repeated selfish behavior of players may not lead to a Nash equilibrium.
Moreover, even if the selfish behavior of players converges to a Nash equilib-
rium, the rate of convergence might be very slow. Thus, from a practical and
computational viewpoint, it is important to evaluate the rate of convergence to
approximate solutions.

By modeling the repeated selfish behavior of the players as a sequence of
atomic improvements, the resulting convergence question is related to the run-
ning time of local search algorithms. In fact, the theory of PLS-completeness [49]
and the existence of exponentially long walks in many local optimization prob-
lems such as Max-2SAT and Max-Cut, indicate that in many of these settings, we
cannot hope for a polynomial-time convergence to a Nash equilibrium. There-
fore, for such games, it is not sufficient to just study the value of the social
function at Nash equilibria. To deal with this issue, we need to bound the social
value of a strategy profile after polynomially many best-response improvements
by players.

Our Contribution Our work [14] deviates from bounding the distance to a
Nash equilibrium [49, 21], and focuses in studying the rate of convergence to an
approximate solution [39,28]. We consider two types of walks of best responses:
random walks and deterministic fair walks. On random walks, we choose a ran-
dom player at each step. On deterministic fair walks, the time complexity of a
game is measured in terms of the number of rounds, where a round consists of a
sequence of movements, with each player appearing at least once in each round.

First, we give tight bounds for the approximation factor of the solution after
one round of best responses of players in selfish routing games. In particular,
we prove that starting from an arbitrary state, the approximation factor after
one round of best responses of players is at most O(n) of the optimum and
this is tight up to a constant factor. We extend the lower bound for the case of
multiple rounds, where we show that for any constant number of rounds ¢, the



approximation guarantee cannot be better than n¢*), for some e(t) > 0. On the
other hand, we show that starting from an empty state, the state resulting after
one round of best responses is a constant-factor approximation.

3 Mechanisms

As was pointed out in the previous section, equilibrium points in general lead to
solutions that are not optimal in a social sense and sometimes the distance from
the optimum is high (Price of Anarchy is high).

In this section we will concentrate on techniques that attempt to resolve this
problem. The common in these approaches is that they all aim at altering the
players objectives, in a way that bad equilibria of the game are eliminated.

3.1 Coordination Mechanisms

Here, we propose an algorithmic framework in order to reduce the price of an-
archy, naming Coordination Mechanisms.

Related Work Mechanisms to improve coordination of selfish agents is not
a new idea and we only mention here work that directly relates to our approach.
A central topic in game theory [43] is the notion of mechanism design in which
the players are paid (or penalized) to “coordinate”. The differences between
mechanism design and the coordination mechanism model are numerous. The
most straightforward comparison can be exhibited in the selfish routing problem:
both aim at improving coordination, but mechanism design can be seen as a way
to introduce tolls (see for example [15,16]), while coordination mechanism is a
way to introduce traffic lights.

Cole, Dodis and Roughgarden [15] considered an heterogeneous variation of
the problem. They associate to each user a a scalar a(a) that indicates the user’s
sensitivity to the taxation. They show that for any single-commodity network
with heterogeneous users there always exist price vectors that result in a mini-
mum latency Wardrop equilibrium. Their result is existential and is proved with
a fixed-point theorem (see also [22], for a different proof that holds also for the
multiple source, single sink setting). Using some additional assumptions on the
heterogeneity function a and on the network latency functions they show how to
compute the lower possible prices that lead to a minimum latency equilibrium.

Fleischer et. al [23], and Karakostas and Kolliopoulos [30] independently
showed that optimal taxes exist for the multi-commodity case as well. Their
proof relies on standard tools mathematical programming. They also prove that
the optimal taxes are efficiently computable if the optimum flow is given. For
the homogeneous case (a(a) = 1), Cole, Dodis and Roughgarden [16] show that
in every network with linear latencies, taxes cannot improve the cost of a flow
at Nash. In this case the benefit of taxes, in the best case equals the benefit of
edge removals. If non linear latencies are considered, then taxes may be more
powerful than edge removal. Karakostas and Kolliopoulos [31], show that for
linear latencies, the social cost at equilibrium with taxation is at most twice the
social optimum cost without taxation and at most 5/4 times the social optimum
with taxation.



Contribution We study coordination mechanisms for congestion games [12].
We show an interesting relation between the potential and the social cost of a
set of strategies; based on these we give a coordination mechanism with price
of anarchy n for the single-commodity congestion games. We also show that the
bound n is tight. We conjecture that the same bound holds for the general con-
gestion games; but we were able to show only that the coordination mechanism
that we employed for the single-commodity games fails in the general case.

3.2 Mechanism Design

The study of mechanisms in game-theoretic settings is an important area at
the intersection of Computer Science and Game Theory. A particular type of
mechanisms, for which auctions is a typical example, is the mechanism design
problem. Mechanisms are a special class of algorithms and the study of their
computational properties was initiated by Nisan and Ronen in their seminal
paper [41]. The focus of their paper was on the task allocation problem on
unrelated machines. They showed that no mechanism can have approximation
ratio better than 2. They conjectured that this lower bound is not tight. In this
paper, we confirm this and improve the lower bound of the approximation ratio
to 1+ V2.

The problem is one of the most fundamental scheduling problems [29, 36].
There are n machines and m tasks and each task may have different execution
times on the machines. Let ¢;; be execution time of task j on machine i. The
objective is to schedule the tasks on the machines to minimize the makespan. In
the mechanism design setting, each machine i knows its own times (the t;;’s),
but the algorithm does not know them. The algorithm first asks the machines
to declare their times ¢;; and then proceeds to allocate the tasks according to
a policy known to machines in advance. The machines are selfish players who
are lazy and don’t want to execute the tasks, so they may lie. To deal with
this problem, the mechanism pays the machines according to their declarations.
Thus the mechanism design problem consists of two algorithms: an allocation
algorithm and a payment algorithm. They take as input the declaration of times
by the machines and produce an allocation and a set of payments, one for each
machine.

The objective of each machine is to minimize the load of tasks allocated to
it, minus its payment. On the other hand, the objective of the mechanism is to
minimize the makespan of the allocation. Notice that the mechanism does not
care how much he pays to the machines. The payments are given to machines
as an incentive to tell the truth. A mechanism is called truthful when telling the
truth is a dominant strategy for each player, independently of the declarations
of the other players.

There are two major classes of problems in algorithmic mechanism design.
For every problem of the first class, there exists an optimal truthful mecha-
nism but the problem is NP-hard (i.e., the problem of computing the optimal
allocation is NP-hard). For this kind of problems, we are interested on truthful
polynomial-time approzimation algorithms. Two typical problems in this class
are the problem of combinatorial auction and the problem of scheduling related



machines. The second class contains problems that need not be NP-hard, but for
which no optimal mechanism is truthful. The quintessential problem in this class
is the scheduling problem. For this kind of problems, we can ask either about the
optimal approximation ratio of all algorithms, or the optimal approximation ra-
tio of polynomial-time algorithms. In this paper, we deal with the approximation
ratio of all algorithms, not necessarily polynomial-time ones. In other words, the
lower bound of 1 + /2 is based on the restrictions imposed only by truthfulness,
not by the computational hardness of the problem.

Related Work

The scheduling problem on unrelated machines is one of the most fundamen-
tal scheduling problems [29, 36]. Here we study its mechanism design version and
we improve the results of Nisan and Ronen [41,42], who introduced the problem
and initiated the algorithmic theory of Mechanism Design. They gave a truthful
n-approximate (polynomial-time) algorithm; they also showed that no mecha-
nism (polynomial-time or not) can achieve approximation ratio better than 2.
They conjectured that there is no deterministic mechanism with approximation
ratio less than n. On the other hand, they gave a randomized truthful mechanism
for two players, that achieves an approximation ratio of 7/4.

Archer and Tardos [5] considered the variant of the problem for related ma-
chines. In this case, for each machine there is a single value (instead of a vector),
its speed. They provided a characterization of all truthful algorithms in this
class, in terms of a monotonicity condition. Using this characterization, they
gave a variant of the optimal algorithm which is truthful (albeit exponential-
time). They also gave a polynomial-time randomized 3-approximation mecha-
nism, which was later improved to a 2-approximation, in [3]. This mechanism is
truthful in expectation. Andelman, Azar, and Sorani [1] gave a 5-approximation
deterministic truthful mechanism, in the same framework, which was later im-
proved by Kovacs[34] to a 3-approximation.

Much more work has been done in the context of combinatorial auctions (see
for example [4,8,9,19,7,20] and the references within). In this setting, Saks and
Yu [48] proved that for convex domains the Monotonicity Property characterizes
the class of truthful mechanisms, generalizing results of [28, 35].

Our Contribution

In [13] we give the first lower bound greater than 2 for the mechanism design
version of the task scheduling problem. In particular we prove that there is no
deterministic truthful mechanism that can achieve an approximation ratio of less
than 1 + /2 for an instance of the problem with 3 or more machines.

In order to prove the lower bound, we consider an instance of the problem
with 3 machines and 5 tasks. We combine three properties that every truthful
mechanism must satisfy and that are implications of the Monotonicity Property.

The first property is due to Nisan and Ronen [42]. They have used it to
obtain their lower bounds in their original paper. It is a specific and direct way
to take advantage of the Monotonicity Property. It states that if a machine gets
a set of tasks when he declares t;, it will get exactly the same set of tasks if
we lower the execution time of the tasks allocated to the machine and increase
the execution time of the remaining tasks. The second is a useful 2-dimensional
property of truthful mechanisms. It states that if we fix all the players except for



one, the way that the allocation procedure partitions the space of that player,
depending on his bidding values, cannot be arbitrary, but has a particular shape.
The third property holds only for three machines. It states that under particular
circumstances, if we know that the allocation for some specific instances that
differ only in the bidding values of a single player, remain the same, then if we
alter all the players bidding values together, then the allocation also remains the
same.

An appropriate combination of the aforementioned properties leads to a con-

struction of an instance in which either a player gets all the tasks or the tasks
are assigned to machines with high prosecution times. In both cases, a truthful
mechanism cannot escape from the approximation ratio of 1 + /2.
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