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Abstract—Application-layer peer-to-peer (P2P) networks are considered to be the most important development for next-generation Internet infrastructure. For these systems to be effective, load balancing among the peers is critical. Most structured P2P systems rely on ID-space partitioning schemes to solve the load imbalance problem and have been known to result in an imbalance factor of $\Theta(\log N)$ in the zone sizes. This paper makes two contributions. First, we propose addressing the virtual-server-based load balancing problem systematically using an optimization-based approach and derive an effective algorithm to rearrange loads among the peers. We demonstrate the superior performance of our proposal in general and its advantages over previous strategies in particular. We also explore other important issues vital to the performance in the virtual server framework, such as the effect of the number of directories employed in the system and the performance ramifications of user registration strategies. Second, and perhaps more significantly, we systematically characterize the effect of heterogeneity on load balancing algorithm performance and the conditions in which heterogeneity may be easy or hard to deal with based on an extensive study of a wide spectrum of load and capacity scenarios.
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1 INTRODUCTION

Peer-to-peer (P2P) systems make it possible to harness resources such as the storage, bandwidth, and computing power of large populations of networked computers in a cost-effective manner. In structured P2P systems, data items are spread across distributed computers (nodes), and the location of each item is determined in a decentralized manner using a distributed hash lookup table (DHT) [1]. Structured P2P systems based on the DHT mechanism have proven to be an effective design for resource sharing on a global scale and on top of which many applications have been designed such as file sharing, distributed file systems [2], real-time streaming, and distributed processing.

In these systems, each data item is mapped to a unique identifier ID drawn from an identifier space. The identifier space is partitioned among the nodes so that each node is responsible for a portion of the ID space, called zone, and storing all the objects that are mapped into its zone. However, there are several problems with this approach. Following [3], let $N$ be the number of nodes in the system and $\max N$ be the ratio of the largest zone size to the average zone size. Then, it is known that $\max N$ is $\Theta(\log N)$ with high probability [3], [4]. Therefore, this could result in a $\Theta(\log N)$ load imbalance factor in the number of objects even when nodes have homogeneous capacities. In practice, the resources of P2P systems are most likely overlaid on top of peer nodes with extreme heterogeneity in hardware and software capabilities. Some peers may be large servers with plenty of computing power and large storage access through a reliable and high-speed network, whereas other peers may be handheld devices with wireless connections that have limited storage, computing power, and unreliable connections. Although there are approaches that are effective in partitioning the ID space according to node capacities [5], these approaches cannot adapt to dynamic workload changes in real networking conditions.

Therefore, we focus on the virtual server (VS) or migration-based approach to load balancing in this paper, which can move portions of the load off an overloaded physical node dynamically and has already been explored in a number of studies [6], [7], [8], [9], [10]. A VS looks like a peer in the original DHT architecture for being responsible for a zone, but each physical node may be associated with several VSs. Even though the VS mechanism increases the path length on the overlay, it offers a vehicle to move load from any physical node to any other physical node, which is crucial for load balancing. Several points are noteworthy in the VS concept. First, the transfer of a VS from one physical node to another is equivalent to a leave followed by a join operation to the underlying DHT and is supported by the DHT framework. Second, the concept is applicable to many types of resources such as storage, CPU processing time, bandwidth, etc. However, we deal with load balancing P2P systems for storage objects only because this type of application is important in practice [2], [11], [12] and other load balance objectives may require completely different optimization formulations.

Following Rao et al. [6], let $t_{ij}$ denote the target load of physical node $j$, $l_i$ denote the current load on VS $i$, $I$ denote the set of all VSs, and $J$ denote the set of nodes in the system. A P2P system is defined to be balanced if the sum of
the load \( s_j \) of a physical node \( j \) is smaller than or equal to the target load of the node for every node \( j \in \mathcal{J} \) in the system. That is,
\[
s_j = \sum_{i \in \mathcal{I}} l_i x_{ij} \leq t_j, \forall j \in \mathcal{J}. \tag{1}
\]

In (1), the binary variable \( x_{ij} = 1 \) indicates that VS \( i \) is assigned to node \( j \). A physical node \( j \) is called heavy if its combined load exceeds its target load, \( s_j > t_j \); otherwise, the node is called light. When the system is imbalanced, the goal of a load balancing algorithm is to find a way to move VSs from heavy nodes to light nodes in a way that minimizes the total load moved. In [6], [7], [8], [9], and [10], various heuristic schemes have been proposed and appear to achieve good performance. In light of the importance of this issue, a more systematic treatment of the problem is desirable. Therefore, we opt for an optimization-based approach and try to leverage the vast amount of research performed for solving similar problems, in particular, the general assignment problem (GAP) [13], [14], [15], [16], [17], [18], [19], [20]. GAP considers the minimum cost assignment of tasks to agents such that each task is assigned to one and only one agent subject to capacity constraints on the agents. A problem instance has the following inputs: a set of tasks \( \mathcal{I} \), a set of agents \( \mathcal{J} \), a set of constants \( l_{ij} \) denoting the incurred load when task \( i \in \mathcal{I} \) is assigned to agent \( j \in \mathcal{J} \), a set of parameters \( c_{ij} \) as the cost incurred when task \( i \) is assigned to agent \( j \), and \( t_j \) as the capacity of agent \( j \). The constraint is that each task \( i \) can be assigned to exactly one agent \( j \) without exceeding the capacity of the agent. The formulation of the integer programming GAP is shown as follows:

\[
\text{Minimize } f(x) = \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} c_{ij} x_{ij} \tag{2}
\]

s.t.

\[
\sum_{i \in \mathcal{I}} l_{ij} x_{ij} \leq t_j, \forall j \in \mathcal{J}, \tag{3}
\]

\[
\sum_{j \in \mathcal{J}} x_{ij} = 1, \forall i \in \mathcal{I}, \tag{4}
\]

\[
x_{ij} = \begin{cases} 
1, & \text{if task } i \text{ is assigned to agent } j, \\
0, & \text{otherwise}.
\end{cases} \tag{5}
\]

The objective of GAP is to find a solution that minimizes the total cost, as defined in (2). Equation (3) enforces the resource capacity constraints of the agents. Equation (4) guarantees that each task is assigned to one and only one agent.

The standard GAP formulation as stated above cannot be applied to the load balance problem directly. The load balance problem must start from an infeasible assignment in which the workload on some nodes exceeds their targets and find a feasible assignment while minimizing the total amount of load moved. We will formulate the P2P load balancing problem in terms of a GAP. Let \( x_{ij} \) be the decision variable that indicates if VS \( i \) is assigned to node \( j \). Since we need to represent the system state before movement, a new state-independent constant \( y_{ij} \) is introduced, which takes on a value of 1 if VS \( i \) is originally stored on node \( j \) in the starting assignment and 0 otherwise. Note that accessing this state-independent constant involves a simple memory reference. Following [6], the cost \( c_{ij} \) incurred when a VS \( i \) is moved to a node \( j \) is defined to be equal to the workload \( l_{ij} \) of \( i \) when \( i \) is not originally on \( j \), that is, \( y_{ij} = 0 \). However, \( c_{ij} = 0 \) in the case \( i \) is moved back to node \( j \) if \( i \) is originally stored on node \( j \), that is, \( y_{ij} = 1 \). As moving \( i \) to any node other than its original node incurs the same cost, to simplify the notation, a new constant \( l_i = l_{ij} \) is introduced. Combining \( y_{ij} \) and \( c_{ij} \) gives a concise definition of cost \( c_{ij} \):

\[
c_{ij} = l_i (1 - y_{ij}), \forall i \in \mathcal{I}, j \in \mathcal{J}. \tag{6}
\]

The problem of load balancing in a P2P system can then be transformed into a GAP as follows:

\[
\text{Minimize } f(x) = \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} l_i (1 - y_{ij}) x_{ij} \tag{7}
\]

s.t. (3), (4), and (5) holds.

The first major contribution of this paper is to derive an effective server reassignment algorithm for the solution of the load balance problem and address issues such as node registration policies and the effect of the number of directories, which are vital to the success of the framework. Our second major contribution is to systematically investigate the effect of forms of heterogeneity on the difficulty of the server reassignment problem. Work in P2P load balancing increasingly employs heavy-tailed distributions such as power-law, Zipf’s law, and Pareto distributions [21], [22] to characterize workload and node capacity in their studies because these distributions are considered to represent the essence of heterogeneity and are hard to deal with due to their high variability [6], [7], [8], [9]. For example, in [6], the power-law exponent \( \alpha = 3 \) is used, where the variance is infinite. The authors mentioned that this setting is a particularly bad case for load balancing. In [9], the Zipf parameter range values between 0.8 ~ 2.4 are used to investigate the effect of workload skew on system performance, corresponding to power-law exponents 2.25 ~ 1.42. In [8], power-law exponent values from 1.5 to 3.5 are used in their simulation studies. These and other works consider distributions with infinite variance to represent the hardest cases to solve and focus on a workload exhibiting such characteristics. However, we found that such settings are not the most difficult ones. Our investigations provide some results on the hardness of the server reassignment problem in general. Therefore, the second major contribution of this paper is a systematic evaluation of our and other related algorithms in a wide range of settings to understand their performance as the degree of heterogeneity varies.

The remainder of this paper is structured as follows: In Section 2, related works in GAP and structured P2P systems are briefly discussed. Our proposed algorithms are presented in Section 3. Results from an extensive set of experiments to compare our proposals with others are presented in Section 4. Finally, Section 5 concludes the paper.
Fig. 1. Shift the task $i$ to agent $j'$ and $i'$ to agent $j''$ simultaneously.

2 RELATED WORKS

The load balance problem for heterogeneous overlay networks has attracted much attention in the research community only recently. This paper focuses on proposals based on the notion of VSs [2], whose explicit definition and use for load balance were first proposed by Rao et al. [6]. In [6], the authors also introduced several load balancing algorithms, including many-to-many with dislodge (called M2M in this paper) and M2M without dislodge (called DM2M), based on the assistance of a new type of peer node, called directory. Load balance actions are executed by VS reassignment algorithms executed on directory nodes. The performance of M2M is shown to be superior to DM2M. Both algorithms are intuitively appealing, but there are several important issues with the general M2M approach. First, the algorithms may not be able to find feasible assignments in certain very simple situations. The problem is that, starting from a set of VSs $S$, the M2M strategy searches only in the direction of decreasing total load in $S$. Presumably, this strategy guarantees algorithm termination. Second, a number of design issues, such as how nodes should register with directory nodes, are not adequately addressed. Later, in [8], a clustered VS scheme is presented that can be viewed as an optimization of the basic VS framework to reduce the overhead involved in the VS framework. However, VSs cannot be moved and, therefore, the scheme cannot respond to dynamic changes in network conditions.

We next briefly describe related work in GAP. Sahni and Gonzalez [23] proved that the problem of deciding if there exists a feasible solution is NP-hard. Later, Fisher et al. [14] proved that the generalized assignment problem is NP-complete. Notable existing approaches for solving GAP include [15], [16], [17], [18], [19], and [20]. Of particular interest to us is the work done by Lourenco and Serra [20], who proposed a general framework with basic elements extracted from previous works [24], [25]. Lourenco and Serra’s general strategy is also adopted in our algorithm, albeit with much modification due to the much larger search space for our problem.

The general strategy in the GAP proposals is the creation of a solution and local searching in the “vicinity” of the created solution before moving on to the next iteration. Therefore, the notions of neighborhoods and moves for conducting a local search with respect to a created solution are needed. With respect to a solution, a shift move consists of removing a task (VS in our case) from one agent (node) and assigning it to another, whereas a shift neighborhood is a set of such moves. Similarly, an ejection-chain move is a compound sequence of one or more shift moves. The length of an ejection-chain move is the number of shift moves in the sequence. An ejection-chain move of length 2 (two shift moves) is illustrated diagrammatically in Fig. 1. The figure illustrates the action of removing a task $i$ from an agent $j$, assigning $i$ to a different agent $j'$ and then removing a task $i'$ from agent $j'$, assigning $i'$ to an agent $j''$.

Clearly, each move leads from one solution to the creation of another by changes in the selected VS assignment to nodes. Fig. 1 includes the special cases single-step shift moves when $i'$ is not removed and swap operations when $j''$ is again equal to node $j$. A collection of ejection-chain moves is called a neighborhood.

We note several features in the neighborhood search strategies employed in [20]. First, Lourenco and Serra employed both a simple shift neighborhood and a restricted ejection chain of length 2 neighborhood. Both neighborhoods are searched using a single cost function, making no distinction between feasible and infeasible solutions. The fundamental insight of this paper is that a more focused definition of the neighborhood search spaces for the local search is needed. When the goal is to make an infeasible solution satisfy the capacity constraints, a large number of the neighbors can be ruled out quite simply by considering moves that lessen the violated capacity constraints. Similarly, when the goal is to reduce the cost of an already feasible solution, those moves not conducive to cost reduction do not need to be considered. We propose to classify the search spaces into two types and develop a corresponding search strategy as an effective approach to tackle the problem. The details are explained next.

3 PROPOSED ALGORITHM

The overall algorithm we propose is called dual-space local search (DSLS) and is based on the framework by Lourenco and Serra [20]. DSLS is an iterative procedure with three main steps performed in each iteration. First, an initial solution is generated using the ant system heuristic (ASH) algorithm. The solution is then improved as much as possible to reach its local minima using the descent local search (DLS) algorithm. The pheromone variables are then updated and the overall procedure is executed again.

The rationale for the design is that, even though ASH is an effective randomized restart procedure that can construct a good initial solution in a reinforcement style of learning using the pheromone trails, it is not as effective for finding nearby local optima solutions several steps away from the generated solution. A local search algorithm must be used to improve the constructed solution to enhance the search in terms of earlier detection of high-quality solutions. Our DLS algorithm is the local search component that finds the local optima solution in the neighborhood of a given initial solution. In addition, we distinguish between the search spaces by the purpose they are to achieve and thus can search in significantly smaller search spaces. The DSLS procedure is given as follows:

- **Construction.** The algorithm invokes the ASH algorithm to construct an initial solution $x$ for the current iteration.
- **Improvement.** The algorithm then invokes the DLS procedure to derive a local minimum solution based on the initial solution. DLS is another iterative loop.
comprising two main phases for searching in the two ejection-chain neighborhoods:

- First, if the initial solution generated in the first step is not a feasible solution, the algorithm performs a local search procedure in a feasibility-improving ejection-chain neighborhood \( N(x) \) to adjust the solution to a feasible one \( x' \).

- Second, based on the feasible \( x' \), the algorithm performs another local search in a cost-reducing ejection-chain neighborhood \( N'(x) \) to adjust \( x' \) to a lower cost one \( x'' \).

- **Pheromone trail update.** The current best solution will be replaced by \( x'' \) if it is better than the current best solution. The pheromone trails will be updated to reflect the effect of \( x'' \).

### 3.1 The Ant System Heuristic

ASH is an instance of the Ant Colony Optimization approach [26]. The input parameters are the pheromone trail variable \( \tau_{ij} \), denoting the intensity of the desire to assign task \( i \) to node \( j \). Following the proven design in [24], our ASH assigns VSs or tasks in GAP terminology to nodes in decreasing order of the VS load. Let \( i \) be the task to be assigned:

- With probability \( p_{0} \), task \( i \) is assigned to the node \( j^* \) with sufficient residual capacity and has a maximal value of \( \tau_{ij} \).

- With probability \( 1 - p_{0} \), task \( i \) is assigned to a node with sufficient residual capacity according the following probability function:

\[
p_{ij} = \frac{\tau_{ij}}{\sum_{j' \in J} \tau_{ij'}}, \forall j \in J.
\]

- If all nodes are fully occupied, the assignment is random.

The parameter \( p_{0} \) controls the degree of exploitation and exploration of an ant. Exploitation causes the system to make use of its current achievement, whereas exploration forces the system find a new and better solution. The trade-off between exploration and exploitation is a key issue of an ant system. The ant exploits the path with a maximal value of \( \tau_{ij} \) with probability \( p_{0} \); otherwise, it explores other paths according to (8). With a high value of \( p_{0} \), the best possible choice is made most often. If the probability \( p_{0} = 1 \), the ant will always choose the best possible path and will not perform any exploration. The probability \( p_{0} \) must be designed to balance exploitation and exploration. The definition for the probability \( p_{0} \) in our algorithm is defined to be \( p_{0} = ((|J| - |I|)/|I|) \times 0.8 \) [24], which has proven to be robust for GAPs.

Following Lourenco and Serra’s experiments [20] for GAP, the pheromone trail variables \( \tau_{ij} \) of our ASH are initialized as \( \tau_{ij} = 1/c_{ij} \) if \( c_{ij} \neq 0 \). Due to the special properties of load balancing for a P2P system, no cost will be incurred if a VS is assigned to the originally stored node. In this case, the value of \( 1/c_{ij} \) would be infinite, so we let \( \tau_{ij} = \infty \).

Fig. 2. Shift a VS \( i \) to node \( j^* \) and \( S' \) to node \( j'' \) simultaneously.

#### 3.2 Two-Stage Descent Local Search Procedure

DLS is itself an iterative loop whose body consists of two main phases for searching in two ejection-chain neighborhood search spaces. First, a feasibility-improving neighborhood \( N(x) \) is generated to search for a feasible solution in the vicinity of \( x \). Second, a cost-reducing neighborhood \( N'(x) \) is generated to find lower cost solutions in the vicinity of a feasible solution. We next present the two ejection-chain neighborhoods and their search strategies.

#### 3.3 Dual Neighborhood Search Spaces

The simple overflow function \( f'(x) \), as shown in (9), is used to define the search spaces. The definitions of \( i, j, I, J, t_{ij}, l_{ij} \), and \( x_{ij} \) are the same as those in (2), (3), (4), and (5). This function measures the extent of capacity violation and is zero for a solution \( x \) if it is feasible:

\[
f'(x) = \sum_{j \in J} \max \left( 0, \sum_{i \in I} l_{ij} x_{ij} - t_{j} \right).
\]

If an initial solution \( x \) is not feasible, that is, \( f'(x) > 0 \), the feasibility-improving ejection-chain neighborhood \( N(x) \) is defined to be the tuples or moves \((i, j, i', j', j'')\):

\[
N(x) = \left\{ (i, j, i', j', j'') \mid x_{ij} = 1, x_{i'j'} = 1, s_j > t_j, s_{j'} < t_{j'}, i \neq i', j \neq j', j'' \in J \right\}
\]

Referring to Fig. 1 again, each tuple \((i, j, i', j', j'')\) denotes the condition in which VS \( i \) is on node \( j \), VS \( i' \) is on node \( j' \), node \( j \) is overloaded \((s_j > t_j)\), and node \( j'' \) is not \((s_{j'} < t_{j'})\). Each tuple denotes a potential useful move, moving a VS \( i \) from an overflowing node \( j \) to another node \( j' \) with spare capacity and moving a VS \( i' \) from the node \( j'' \) to any other node \( j'' \). Two local search strategies are investigated:

- **The first strategy** is an exhaustive approach where all moves in \( N(x) \) are evaluated.

- **The second strategy** is a greedy approach that essentially keeps reducing the load of the currently most loaded node among all heavy nodes by shifting its lightest VS appropriately. Focusing on shifting the lightest VS reduces the total amount of load moved.

The greedy procedure is given as follows in more detail, as illustrated in Fig. 2. Let the current heaviest node be \( j \) and \( i \) be the lightest VS on \( j \). We try to find a pair of ejection-chain destinations \((j', j'')\) in decreasing order of
their residual or unused capacity that can be used to reduce the load on \( j \). If \( j \) has enough residual capacity to accept \( i, i \) is simply shifted to \( j \). Otherwise, an extended ejection-chain move is performed, which shifts \( i \) to \( j \) and shifts the smallest set \( S' \) of VSs on \( j \), whose combined load is smaller than \( i \) and whose removal would make \( j \) light without overloading \( j' \). This multistep move is equivalent to multiple ejection-chain moves that deal with single VSs but is more efficient because it does not require multiple outer loop iterations.

We next define the cost-reducing neighborhood \( N'(x) \), which is a very particular type of neighborhood, as defined in (11). Essentially, \( N'(x) \) only considers moving VSs back to their original nodes if possible. Note that this type of move will always result in a reduction of the total load moved for any given solution. Clearly, there are other more elaborate neighborhood search spaces for cost reduction. However, more elaborate search spaces also mean more computation time required for searching:

\[
N'(x) = \left\{ (i, j, i', j', j'') \mid x_{ij} = 1, x_{ij'} = 1, y_{ij} = 0, y_{ij'} = 1, i \neq i', j \neq j', j'' \right\},
\]

where \( i, i' \in I, \) and \( j, j', j'' \in J \).

Each tuple in (11) denotes the action of moving a VS \( i \) to its original node \( j' \) and moving a VS \( i' \) from the node \( j' \) to another node \( j'' \). Searching in \( N'(x) \) is done in a manner similar to searching in \( N(x) \) with an exhaustive or a greedy approach.

### 3.4 Update the Current Best Solution and Pheromone Trail Variables

The current best solution \( x^* \) so far will be replaced by the solution \( x \) produced in this iteration if it is found to be better. A solution is considered to be better if it satisfies one of the following two conditions:

- \( f'(x) = 0, f'(x^*) = 0, \) and \( f(x) < f(x^*) \): Both the new solution \( x \) and the current best solution \( x^* \) are feasible \( f'(x) = 0, f'(x^*) = 0 \) and the cost of the new solution is lower than that of the current best solution.

- \( f'(x) < f'(x^*) \): The overflow amount in the new solution is smaller than that of current best solution.

Finally, the pheromone trail variables will be updated using the following:

\[
\tau_{ij}^{new} = \max(\tau_{ij}, \min(\tau_{ij}^{old}, \rho \tau_{ij}^{old} + \delta \times \tau_{ij}^{old} \times x_{ij}^l)),
\]

\( \forall i \in I, j \in J \).

The parameter \( \rho, 0 \leq \rho < 1 \), is the ratio of the persistent pheromone trails and is set to \( \rho = 0.75 \). That is, \( \tau_{ij}^{old} (1 - \rho) \) of the pheromone evaporates in each iteration. The amount of pheromone is increased by the current local optimal solution by \( \delta \times \tau_{ij}^{old} \times x_{ij}^l \), where \( \delta = 0.05 \) if \( x \) is a feasible solution; otherwise, \( \delta = 0.01 \), with the restriction that \( \tau_{ij}^{old} \leq \tau_{ij} \leq \tau_{ij}^{max} \). In other words, if the solution is feasible, the relevant pheromone trail variables get a bigger increment, making these trails be preferentially considered in the future. Again, these values for \( \delta \) follow the recommendations in [24]. In general, the termination condition of the loop in DSLS is a fixed number of iterations. However, we also find that the performance improvement for a further search in terms of both the success ratio and the moving cost is quite small after failing to find a better solution in an iteration. Therefore, we also terminate the search at the first time a solution cannot be improved.

### 4 Performance Evaluation

In this section, we present the results from an extensive set of experiments to investigate the performance of the proposed DSLS algorithm in comparison with the static M2M algorithm [6] and DM2M [7] across a wide spectrum of distribution parameter values for VS load and node capacity. DM2M is the same as M2M except that the first stage of the main loop of the M2M algorithm is executed only once and the second stage of the algorithm is omitted. Exclusion of the second stage may be justified in situations where a slightly higher node utilization level is acceptable, to be reduced by later rounds of algorithm execution in a dynamic environment.

The performance evaluation experiments are presented in the following order: First, we focus on characterizing the performance in a static single-directory setting, where all possible degrees of heterogeneity at the VS workload and node capacity level are explored. Second, multiple-directory experiments in a static setting are presented. Finally, we characterize the performance in a dynamic storage-oriented dynamic setting patterned after the same application setting in [7]. Static experiments study the impact of all possible snapshots of heterogeneity conditions on algorithm performance and do not imply actual implementation suggestions. Single-directory experiments are useful because they help understand the multidirectory case. In the dynamic experiments, storage objects arrive and depart, resulting in the workloads on the VSs. Note that nodes do not experience churn. Besides being interesting in their own right, the dynamic experiments serve to verify the results in the static experiments.

To create the whole spectrum of settings from extreme heterogeneity to homogeneity in our experiments, the workloads and node capacities are both modeled by the Pareto distribution. Recall that an infinite variance occurs when the shape parameter value is 2 for the Pareto distribution and that the variance of capacities decreases as the shape value increases. To generate the distribution with a variance from \( \infty \) to 0, the shape parameters \( \alpha \) of the Pareto distribution are set in the range between a minimum of 2 and a maximum of \( \infty \). To maintain a fixed mean \( \mu \), the scale parameter \( \beta \) values are then calculated according to the Pareto distribution’s formula \( \mu = \alpha \beta / (\alpha - 1) \) [27]. To improve the clarity of presentation, we shall avoid using Pareto-specific jargon such as “as variance increases” or, equivalently, “as shape value decreases.” We will instead use expressions such as “as the degree of heterogeneity becomes more heterogeneous” or “as it becomes more heterogeneous.” Similar comments apply to the homogeneous case.

In some experiment settings, problem instances may not have feasible solutions. In addition to evaluating the
performance of the algorithm on all the instances, it is desirable to evaluate them when only feasible instances are considered. However, deciding if an instance has any feasible solutions is NP-hard, as mentioned before. Therefore, we define the following necessary conditions. We call the instances satisfying these conditions to be admissible instances. Clearly, instances that have feasible solutions must be admissible but not vice versa:

- The total workload should be smaller than or equal to the total capacity, \( \sum_{i \in I} l_i \leq \sum_{j \in J} t_j \).
- The maximum workload of the VSs should be smaller than or equal to the maximum capacity of the nodes, \( \max_{i \in I}(l_i) \leq \max_{j \in J}(t_j) \), to ensure that at least one node capable of storing the largest VS exists.

The following are the main performance metrics used in this paper:

- The admissible property under all workload and node capacity heterogeneity settings. This property gives a basic understanding of the impact of heterogeneity on the problem space.
- The success ratio of problem instances solved among admissible or all problem instances. These experiments characterize the problem-solving abilities of the algorithms.
- The 99.9th percentile node utilization among all problem instances. The 99.9th percentile is the maximum over all simulated times of the 99.9th percentile of the utilizations among the nodes.
- The total workload moved as a fraction of the total system workload among all problem instances. These experiments characterize the overhead required to achieve load balancing.

For the static experiments, unless stated otherwise, the parameter values for workloads on VSs and capacities for nodes are as in Table 1. Values for dynamic experiments will be shown later.

Symbols \( \alpha_c \) and \( \beta_c \) denote shape and scale parameters for the workload, whereas \( \alpha_e \) and \( \beta_e \) are for capacities. We first fix the mean of the per-VS workload at 1. When there are five VSs on a node, the mean of the capacity per node is calculated to be 6.25 to obtain the fixed 0.8 system-level utilization. To generate the heterogeneity for both workloads for VSs and node capacities, their shape values \( \alpha \) are varied from 2 to \( \infty \) so that their variance varies from \( \infty \) to 0. For each \( \alpha \) value, a corresponding \( \beta \) is calculated to maintain the fixed mean.

4.1 Impact of Capacity and Load Heterogeneity on Admissibility in a Static Environment

The overall impact of heterogeneity on the problem space itself is evaluated first by examining the admissibility property of the problem instances. Intuitively, when the workload exhibits more heterogeneity, it may be hard to fit them into nodes whose capacities are relatively homogeneous. In those cases, feasible solutions may exist less frequently. Fig. 3 confirms the intuition.

The \( x \)-axis represents the degrees of node capacity heterogeneity, which becomes progressively more homogeneous toward the right. Each curve depicts the percentage of admissible instances with a fixed degree of workload heterogeneity. For a fixed capacity \( \alpha_c \) value, there are fewer admissible instances as the workload becomes more heterogeneous, as demonstrated from the topmost curve to the bottommost curve. When the node capacity exhibits extreme heterogeneity, many feasible solutions exist and the success ratio is important for algorithm performance evaluation. On the other hand, when the node capacity exhibits extreme homogeneity, node utilization is a more appropriate metric. A previous study of M2M concentrated on evaluating node utilizations in the extreme heterogeneous node capacity case [7].

When \( \alpha_c = \infty \), the admissible percentage appears to be 100 percent across the spectrum of all node capacity shape values in Fig. 3. This is counterintuitive because it seems impossible for all the nodes to be large enough to hold the homogeneous workloads when the node capacity is highly heterogeneous. This is because, in a Pareto distribution, all samples generated are larger than the scale parameter value. For \( \alpha_c \geq 5 \) and the mean of the node capacity fixed at 6.25, the corresponding scale parameter values \( \beta_c \) are larger than or equal to 5. Thus, the node capacities generated can hold all the VS workloads, whose combined total workload is exactly 5.

### Table 1

<table>
<thead>
<tr>
<th>Parameters for Performance under Capacity and Load Heterogeneity for the Static Experiments</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>128</td>
</tr>
<tr>
<td>Number of VSs per node</td>
<td>5, following [6]</td>
</tr>
<tr>
<td>( \alpha_c ): shape of node capacity</td>
<td>2.0 - ( \infty )</td>
</tr>
<tr>
<td>( \beta_c ): scale of node capacity</td>
<td>3.125 - 6.25</td>
</tr>
<tr>
<td>( \alpha_e ): shape of VS workload</td>
<td>2.0 - ( \infty )</td>
</tr>
<tr>
<td>( \beta_e ): scale of VS workload</td>
<td>0.5 - 1.0</td>
</tr>
<tr>
<td>System utilization</td>
<td>0.8</td>
</tr>
</tbody>
</table>
4.2 Single-Directory Success Ratio Performance in a Static Environment

The success ratio performance of DSLS and M2M for all instances is depicted in Figs. 4 and 5, respectively. Clearly, DSLS performs better than M2M. To gain a better insight into the result, it is easier to examine the performance when only admissible instances are considered.

Figs. 6 and 7 depict their performance for admissible instances only. Note that both algorithms exhibit the same general trend as the degree of heterogeneity in capacity varies, achieving the best performance at the two extreme end points on the $x$-axis. Consistent with the findings in Fig. 3, both algorithms find the most difficulty when the workload becomes more heterogeneous, as illustrated by the curves from the top to the bottom. Again, when $\alpha_w = \infty$, the topmost curve is completely flat at 100 percent beyond $\alpha \geq 5$ because all generated instances are automatically feasible due to the definition of a Pareto distribution.

At the extreme left on the $x$-axis in both figures, both algorithms achieve the highest success ratios. This is because, in this setting, all light nodes have very large capacities and all heavy nodes have very small capacities. Any strategy that simply moves the VSs from heavy nodes to light nodes would be effective for solving the problem.

Toward the center of the $x$-axis, the success ratios of both algorithms decrease. This is because there are fewer nodes with extremely large capacities, and the problem becomes a true generalized assignment problem. The situation is particularly severe for M2M, whose success ratio can plunge to as low as 20 percent for some combination of capacity and workload shape values. This is because M2M essentially just moves the VSs from heavy nodes to light nodes, and the second stage of the M2M algorithm is ineffective. The rightmost end of the horizontal axis corresponds to the homogeneous capacity case, which appears to be relatively easy to deal with among admissible instances.

For admissible problem instances, capacity homogeneity does not necessarily imply difficulty for the algorithms. The particular $\alpha_c = 10$ seems to be the hardest scenario to solve and will be called the most difficult scenario and used as a stress test in various later experiments.

4.3 The 99.9th Percentile Node Utilization Performance for All Instances

The 99.9th percentile node utilization experiment characterizes the overload situation when all instances are
considered. Figs. 8 and 9 depict the node utilization result for DSLS and M2M.

When the workloads are relatively homogeneous \((\alpha_w \geq 3)\), the 99.9th percentile utilization of both algorithms stays close to or under 1, implying that feasible solutions are found for most of the instances. When workloads become heterogeneous, the 99.9th percentile utilizations of both algorithms are more than 1. DSLS does a better job in moving the VSs so that the 99.9th percentile utilization is smaller across the whole spectrum of heterogeneity, especially when capacities are more homogeneous.

4.4 Moving Load Performance

Fig. 10 depicts the total load moved fraction result for DSLS for all instances, whereas the ratio of the total excess workload to the total system load is shown in Fig. 11. The total excess workload is the total amount of workload exceeding the node capacity for all nodes in the system. Fig. 10 shows that the total load moved fraction decreases quickly as the node capacity becomes more homogeneous. This is because, when the node capacity is highly heterogeneous, there are many small-capacity nodes, which are highly likely to be overloaded and need to have their VSs moved. Figs. 10 and 11 in combination demonstrate that DSLS moves very little more than what must be moved and is therefore a very effective algorithm.

4.5 Performance at Varying Levels of System Utilization in a Static Environment

The success ratio performance at various levels of system utilization is evaluated for admissible instances. System utilization is the ratio of the mean of the total VS workloads relative to the mean of the total node capacities. The system utilization examined varies from 0.5 to 0.95. We only examine the performance of the algorithms under the most difficult scenario. The results are shown in Fig. 12. Not surprisingly, as the system utilization increases, the success ratio of the algorithms decreases, since increasing system utilization results in harder-to-solve problem instances. It is clear that DSLS holds a significant advantage over other algorithms.

4.6 Performance under Varying Numbers of VSs

In real environments, the number of VSs on each node may change in response to changes in the workload. We have observed from the dynamics of M2M that the number of VSs on each node is generally proportional to its capacity,
whereas, in \( k\)-choices \[9\], the number of VSs on each node is relatively constant. To understand the impact, the performance of the algorithms is evaluated under two types of association of the number of VSs to nodes: uniform and proportional. In uniform association, every node is assigned the same number of VSs, whereas, in proportional association, the number of VSs assigned to a node is proportional to its capacity. The algorithms are then evaluated under the most difficult scenario. The total number of VSs is varied from two to 10 times the number of nodes in the system. In Fig. 13, we plot the success ratio performance for admissible instances because it appropriately characterizes the impact of varying the number of VSs.

Fig. 13 shows that the success ratios increase as the number of VSs per node increases, under both uniform and proportional VS assignments. This is because the average VS size decreases as the number of VSs increases, allowing more possibilities for VS swapping for load balance actions. The different association schemes do not have a large impact for each algorithm. In addition, as long as a sufficient number of VSs is employed, for example, four VSs per node on the average, increasing the number of VSs has a minimal impact on the success ratio as well. These observations are consistent with the findings in previous studies \[9\].

### 4.7 Performance in a Multidirectory Static Environment

More than one directory node must be employed in order to lessen the burden on a single directory and speed up the load balancing process \[6\]. Two fundamental questions must be addressed with regard to the directory mechanism. First, there is a trade-off in the number of directory nodes employed. Employing more directory nodes reduces the computation overhead per directory, but the number cannot be too many to make the search space for possible exchange of VSs too limited. The second question is the manner for nodes to register with directory nodes. This issue is important because, for example, when nodes exhibit high capacity heterogeneity, there are only few nodes with very large capacities. If the few large-capacity nodes all register with the same directory node, there is no way to balance the system load. The following registration policies are considered in this paper:

- **Random registration policy.** A physical node selects a random directory node with which to register. This is the policy employed in the M2M scheme.
- **Uniform-share registration policy.** The share value of a node is defined to be the ratio of the total workload relative to the capacity of the node. Under this policy, the nodes are assigned to directory nodes in such a way that the total share value registered with each directory node is approximately equal. We first sort the share value of all physical nodes in decreasing order and then assign the physical nodes to the directories by starting from the one with the largest share value and then in the reverse order when the last one is reached.

In the following experiments, we only examine the performance when node capacity \( \alpha_c = 10 \), as in the most difficult scenario. The number of directories is varied from one to 20. The total number of nodes is 1,280, so that when the number of directory nodes is 10, the results from previous experiments can be compared. We first characterize the admissibility property in this setting. Figs. 14 and 15 depict the percentage of admissible problem instances when nodes register under the random and uniform-share policies, respectively.
It can be seen that employing multiple-directory nodes have a dramatic impact on the admissibility property. As the node capacities are relatively homogeneous in this most difficult scenario, any amount of heterogeneity in the workload, $\alpha_w < 4$, decreases the admissible percentage significantly as the number of directories increases. The uniform-share policy can assign a VS to nodes so they match better, yet beyond $\alpha_w = 4$, even the uniform-share policy cannot improve the admissibility situation. For example, when $\alpha_w = 2.5$, comparing Figs. 3 and 14, almost 51 percent of the instances are admissible in the single-directory case, whereas almost none of the instances are admissible in the multiple-directory case.

We have evaluated the success ratio performance of DSLS for all instances when nodes register under the random and uniform-share policies. The results look quite similar to Figs. 14 and 15. Therefore, we present its performance for admissible instances instead. Figs. 16 and 17 plot DSLS’s performance for admissible instances under random and uniform-share policies, respectively. It achieves better performance under the uniform-share registration policy than under random policy. The performance gap may be quite significant. For example, when the workload shape value is 4.0 and the number of directory nodes is 20, DSLS can achieve a near-100-percent success ratio under the uniform-share policy yet can only achieve a 78 percent success ratio under the random policy.

In Fig. 6, the success ratio is close to 100 percent under a single directory when $\alpha_w \geq 3$ and $\alpha_c = 10$. However, in Fig. 17, the success ratio is close to 58 percent when $\alpha_w = 3$. The reason is twofold. First, Fig. 17 depicts network-level success ratios, which means feasible solutions must be found for all directory nodes. Chances for network-level success are significantly smaller. Second, the admissible conditions are checked with respect to problem instances. It may happen that an admissible instance may not be feasible at a directory level after VSs are assigned to directory nodes. In contrast to previous studies that concluded that the number of directories employed has no influence on algorithm performance, our results show that the number of directories employed has a significant impact.

4.8 Execution Time in a Static Environment

The scalability property of DSLS under the greedy and the exhaustive local search procedures is evaluated in terms of their execution time. On a Pentium 4 2.93-GHz machine, the execution time performance is shown in Fig. 18.

The greedy local search outperforms the generic exhaustive local search by more than three orders of magnitude for larger network configurations. DSLS using a greedy local search takes less than 1 second to execute for
a directory containing 4,096 nodes. It is practical for systems that require relatively frequent load balancing.

### 4.9 Performance in a Dynamic Environment

The algorithms are also evaluated in a dynamic storage-oriented environment similar to the one in [7], in which objects arrive at and leave the system according to the Poisson process, but physical nodes do not. The parameters used in the experiments are shown in Table 2. Note that the object shape parameter is denoted by symbol $\alpha$. As the object size distribution is Pareto, the workload of a VS is the sum of Pareto random variables. Nonexplicit expressions for such sums can be found in [5]. It suffices for our purpose to know that the distribution of sums of Pareto variables behaves like a Pareto distribution in the tail.

We first characterize the admissibility region in a dynamic environment in terms of the percentage of time instants when the problem instances are found to satisfy the necessary conditions among all instants. The examined time instants are chosen to be right before each scheduled load balance action, after nodes have registered with the directory nodes. Note that the results are dependent on the specific registration policy employed.

The results, shown in Fig. 19, look similar to those in the static case. However, at more homogeneous capacity shape values, $\alpha \geq 10$, the admissible percentages are smaller than those in Fig. 3. For $\alpha \geq 15$, there are almost no admissible instances at all. This result is because of the $\Theta(\log N)$ imbalance in VS zone sizes. Using the expression in [3], $f_{\text{max}}$ is found to be between 7 and 17 with a probability of 0.999. Therefore, the largest VS holds many more objects than average ones, resulting in lower admissible percentages when $\alpha \geq 10$. Again, in [6] and [7], the particular capacity shape value chosen is 2, so the easier scenarios were studied.

Fig. 20 depicts the success ratio result for all instances. Again, it is more insightful to examine the success ratio for admissible instances, which is plotted in Fig. 21.

Fig. 21 shows that the dynamic case is consistent with the multidirectory static case, exhibited in Fig. 17, in that higher

---

**TABLE 2**

Parameters under Capacity and Load Heterogeneity in a Dynamic Environment

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object arrival process</td>
<td>Poisson, mean inter-arrival time of 0.01 second</td>
</tr>
<tr>
<td>Number of objects</td>
<td>$\sim 100,000$</td>
</tr>
<tr>
<td>Object lifetime</td>
<td>Exponential, calculated to reach number of objects</td>
</tr>
<tr>
<td>Object workload</td>
<td>$\beta = 3.125 - 6.25$, determined by utilization</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>1280</td>
</tr>
<tr>
<td>Number of directory nodes</td>
<td>10</td>
</tr>
<tr>
<td>Node registration policy</td>
<td>Uniform share</td>
</tr>
<tr>
<td>Number of VSs per node</td>
<td>5</td>
</tr>
<tr>
<td>Location of VSs</td>
<td>Uniformly distributed in ID-space</td>
</tr>
<tr>
<td>Node capacity</td>
<td>$\alpha = 2.0 - \infty$, $\beta = 3.125 - 6.25$</td>
</tr>
<tr>
<td>System utilization</td>
<td>0.8</td>
</tr>
<tr>
<td>Load balance period</td>
<td>60 seconds</td>
</tr>
</tbody>
</table>

---

**Fig. 19.** The admissible instance percentage in a dynamic environment.

**Fig. 20.** DSLS network-level success ratio performance for all instances under the uniform-share policy.

**Fig. 21.** DSLS network-level success ratio performance for admissible instances under the uniform-share policy.
success ratios occur when capacities are more heterogeneous and workloads are more homogeneous. However, for a wide range of node capacity shape values, $\alpha_c \leq 10$, the success ratios are very high. Examining the variance in VS sizes reveals that this is a direct result of the fact that the variances are quite small, producing relatively easy problem instances. Beyond $\alpha_c \geq 13$, the success ratios are still higher than those when the number of directory nodes is 10 in Fig. 17, again for the same reason. Similar observations can be made with respect to the results for the 99.9th percentile node utilization, which is plotted in Fig. 22.

5 CONCLUSIONS AND FUTURE WORK

This paper studied the VS framework for solving the load balance problem in a structured P2P system. The first main contribution is an effective and efficient DSLS algorithm, which leverages work in GAP. The second contribution is an in-depth analysis of the effect of capacity and workload heterogeneity on algorithm performance in both static and dynamic environments and the qualitative relationship between static and dynamic environments. We plan to investigate the following important issues in the future: We intend to explore other cost-reducing neighborhoods to further improve the DSLS algorithm. As the variance of a VS workload has a significant impact on the success ratio performance, we plan to investigate VS merging and splitting strategies to enhance the performance of the algorithms. We also plan to investigate distributed protocols to implement the proposed node registration policies. Previous work in the parallel balanced allocation problem [28], [29] seems to be closely related to our problem. We also plan to perform a more in-depth study of issues in the dynamic scenario in which a node joins and leaves the system.
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