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ABSTRACT

In this paper, we present a threelayer modular
architecture of a flexible system, providing the
infrastructure  for the sorage and handling of large
amounts of heterogeneous lexicd informetion. Each of
the three layers handles different types of linguistic data
(morphologica  information,  lexicographic  information
and language internd reations). In each layer the data is
handled autonomoudy, while dl three interact through a
main entity (lemma - POS), in order to exchange
information. This architecture is implemented using a
commercid RDBMS.

Keywords: morphologica information, lexicographic
informetion, language internd relations, wordnet.

1. INTRODUCTION

In this paper we present a modular architecture for a
linguigic resource for the sorage and handling of large
amounts of lexicd information. The motivation for
designing such architecture was the need for a flexible
sytem for doring and handling different kinds of
lexicd information. Such a system is necessxy in order
to integrate in one unified resource morphosyntactic and
lexicographic information, as wel as language internd /
semantic relations. In this way, it is possble to access
and exploit smultaneoudy different types of naturd
language information (eg. morphologicd,  semattic,
syligtic, etc) for the development of flexible and more
complete linguigtic gpplications.

As a result, we designed an architecture of three layers
resding on a commecid RDBMS. Each one provides
the infragtructure for storing and menaging a different
kind of lexicd information: morphologicd,
lexicographic and language intend rdations Each of
these layers handles the respective data autonomoudly,
while dl three interact in order to exchange
information.

Section 2 describes the structure and contents of the
layer responsble for the dorage and handling of

! Lemma— Part of Speech

morphological  information.  Section 3 describes  the
structure and contents of the lexicographic information
layer, while Section 4 provides information on the
structure and contents of the language internd relations
layer. In Section 5 we give the outline of the
interconnection of the three layers. Findly, Section 6
contains our future gods and some conclusions.

2. MORPHOLOGICAL LAYER

The firg layer of the reationd dadbase (RDBMS)
comprises and handles morphologicd  information. The
contents of this layer originated from Computer
Technology Inditutes (CTI) morphological  lexicon.
The informeation of CTI's lexicon is gdored in files,
imported into the system’'s morphologicd layer usng
filters developed for this purpose.

The morphologica layer contains approximately 90.000
lenmas, dong with ther respective word forms
reeching agpproximatedly one million. All word forms ae
fully  morphosyntactically annotated  according to
specific rules (260 totaly), describing the declination of
dl dedindble Greek words [14]. The information
provided for esch lemma contains dl the possble word
fooms of the lemma, esch accompanied by a st of
atributes, such as pat of speech, gender, case, number
ec. All the attributes atached to each word form
depend on the lemma’s part of speech [16], which is the
basc entity around which al layers ae organised.
Consequently, entity relations prevent the user from
ataching to a word form attributes which do not agree
with its part of speech (eg. gender to averb).

An example of a lemma and some of its word forms
encoded in the morphologicd layer of the system
follows:

{4-ia7 SOUSARSas3}

Ui&fiad (OUSIASTIKO, ARCHAIO, ARSENIKO,
ENIKOS, ONOMASTIKI)?

Uiaia (OUSIASTIKO, ARCHAIO, ARSENIKO,
ENIKOS, GENIKI, AITIATIKI, KLITIKI)

2j.e. Man (NOUN, ANCIENT, MALE, SINGULAR,
NOMINATIVE)



Ui&nid® (OUSIASTIKO, ARCHAIO, ARSENIKO,
PLITHINTIKOS, ONOMASTIKI, AITIATIKI,
KLITIKI)

aah (OUSIASTIKO, ARCHAIO, ARSENIKO,
PLITHINTIKOS, GENIKI)

The morphological layer enables usars to trace the
lemma — pat of speech from which a word form stems.
The information dored in each layer is treaed
autonomoudy, whereas a the same time interacts with
the other two layers of the system described in Sections
3 and 4. On figure 1 below is shown the gtructure of the
morphologicd layer.
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Figure 1: Basic structure of the morphological layer

Once the morphologicad information is stored into the
database, the user can ask for al possble word forms of
a lemma or al possible attributes of any word form of a
lemma — pat of speech, or make dl kinds of queries
related to the attributes of word forms.

3. LEXICOGRAPHIC INFORMATION
LAYER

The lexicographic information layer comprises and
handles |exicographic information, such asword

Word Meaning

Word meaning 2

CEMMA/PART OF Word meaning 3

SPEECH Word meaning 4

Etymology

Figure 2. Basic structure of the lexicographic
information layer

meanings, idiomatic expressions, ec., providing in this
way the infrastrusture for the storage of a lexicon. As
shown in figure 2, for each lemma, one or more word
meanings ae provided, a wdl a the lemmd s
etymology.

Furthermore, each word meaning is accompanied by a
number of atributes / characterigtics, as shown in figure
3. Sedificdly, eech word meaning can be accompanied
by comments (eg. the Gresk word “Uiéftdi ¢ is inte-
preted as “€i6i 10 only when used in plurd), syno-
nyms, antonyms, usage examples, idiomatic expressions
containing the specific word meaning, syntactic infor-
mation, domain specific terminology, as well as ylidtic
remarks (eg. formd / informd use, &c.).

The lexicogrgphic information layer is dructured in a
way S0 as to provide to users a number of sarvices, such
as “return dl usage examples for the lemma <x>, or “re
turn al word mesnings labelled as medicd doman e
cific terminology”.

Domain
- specific
Name Word meaning term.
Stylistic
Comments info
Syntactic info
Usage ex-
Synonyms amples
Idiom. ex-
Antonyms pressions

Figure 3: Attributes/ characteristics of word
meanings.

4. LANGUAGE INTERNAL RELATIONS
LAYER

The Language Internd Relations Layer is based on the
EuroWordNet architecture [9][18], in an €ffort to
achieve maximal competibility with it. This layer ams
a providing the infrastructure for a semantic network of
rdations between word meanings of the Gresk
languege.

The man entities of this layer ae based on
EuroWwordNet and are the following: A) top concept, B)
base concept, C) synset and D) lemma A) The top
concept is the main dement of the EuroWordNet top
ontology, a totd of 63 fundamentd semantic
didinctions which ae language-independent, used to
reae and classfy lemmas [9], [18]. This 3order entity
ontology is used in the languege internd relations layer
of our database to assign semantic charecterigtics to the
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Figure4: Entity — Relation Diagram

base concepts. For example, the «  i6i16¢6a ¥ OUicd»
(1™ order entity) has hyponym «E&b&a0ab» (Origin),
the «&8UG0a0c» (Situation) has hyperonym the
« f6udcoa ¥ OUico» (2" Order Entity). B) The
second entity of this layer is the Base concept. Base
consepts are concepts with most semantic relations that
function as anchors to attach other concepts. The base
concepts are rdaed to sysnats, through specified
equivdence relations [18]; a base concept example is
«000U» (plant) which is related via hyponymy to

concepts such as «di ol éaeéU» (orange tree) «&8 i iéU»

(lemon tree), etc. C) A Synset is a st of lemmas with
the same part of gpeech rdaed to each other through
synonymy [5], [17]; a synset example for the Greek
language is the following: {38 o, U&i &i , U6€} (theylal
mean “horsg’ and are used to refer to the same concept
in different contexts). D) Lemma is the combination of
the pair lemma— part of speech.

The language internd relaions layer is divided in four
parts. i) the top concepts part, ii) the base concepts part
iii) the synset — reldion pat and iv) the lemma —
relation pat. These pats ae hierarchicdly related to
eech other, through specific language internd relaions
based on the EuroWordNet bibliography, i.e. the top
concepts part is related to the the base concepts part,
etc. Specificaly, top concepts ae related to base
concepts  through  language  internd relations  (eg.
hyperonymy, hyponymy, etc.), according to specific
part of speech congraints. Base concepts are related to

synsets  through equivalence relaions (eg. synonymy,
near synonymy, has holonym, etc), according to
specific part of speech condraints. Synsets are related
to other synsats through language internd relations
(synonymy, antonymy, causes, e€tc), according to
specific pat of speech condraints. Findly, lemmas are
rdated to each other (through antonymy, pertains to
rdation, etc), according to specific pat of speech
congraints. [5], [18].

5. THE INTERCONNECTION OF THE
THREE LAYERS

The system is designed in such a way that redundancy is
avoided since the information needed by more than one
layers is stored only in one layer and can be used by the
others as wdl. Consequently, the effects of any
extensons or dteraions to any of the layears ae
locdized without affecting the generd architecture.
Finaly, it is structured in a way tha provides to the user
a vaiety of sarvices regading the data stored in the
system, such as the ability of inseting, sdecting,
deeting, updating a lemma and its attributes (meanings,
synonyms, antonyms, word forms, efc), or answer to
queries such as "Return dl the synonyms of lemma
<X>, dong with usage examples'.

As shown in Figure 4, dl three layers are interconnected
via the common entity lemma-pos, where eech lemma is
codded according to its pat of speech. Therefore, each



lemma is conddered as a par of lemma and pat of
gpeech. The resson for using this combination is to
avoid semantic and morphological  ambiguities, which
ae frequent for the Greek language as it is a highly
inflectiona one [7], [15]. Another reason is that in the
language interna relations layer, lemmas, synsels, base
concepts and top concepts are related according to their
part of speech. In addition, it should be mentioned that
ech lemma — POS is examined according to its
meaning extracted from the lexicogrgphic information
layer of the RDBMS. Each layer asks for permission to
ue a lemma — POS; if the specific lemma — POS exidts,
the user of the layer is adle to insert, sdect, delete, or
update the lemmas attributes such a meanings,
synonyms, antonyms, word forms, etc. If the lemma
does not exig, then the lemma and its atributes can be
inserted.

6. CONCLUSIONS AND PERSPECTIVES

A threelayer modular architecture of a flexible system,
cgpable of doring and hendling lage amounts of
heterogeneous lexicd information was presented in this
paper. Each of the three layers can handle the
information autonomoudy and interacts with the others
in order to provide the required services to the end user.

For the time being we have implemented the above
architecture usng a commercid RDBMS. Our am is to
desgn an Open Languege Enginesring System (OLES):
a laguage enginering sysem that provides the
framework in which more cognitve modds can be
developed and even imported within the architecture.
We ds0 intent to develop open tools for associating
lemmas that have been imported into the system, in an
effort to make possble for other developers to create
new services or even enhancethe old ones.

Once the information is imported into the database and
a ocatan number of savices is avalable a web
interface can be added to the whole infrastructure. In
this way it will be possible ether to browse the lexica
information or use a network-based APl to create new
NLP gpplications.
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