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Abstract—Passive optical networks (PONs) are being
widely considered as a means to implement fiber-to-the-
home (FTTH) and deliver broadband access to business and
home users. However, technical and consequently regula-
tory and economic complexities arise in light of their de-
ployment. In this paper, an evaluation of the business pros-
pects of time division multiplexed (TDM) and wavelength
division multiplexed (WDM) PON architectures for FTTH
deployments under different rollout conditions is per-
formed, based on the ECOSYS techno-economic methodol-
ogy and tool. The importance of various cost components (fi-
ber installation, optoelectronic components, etc.) is
discussed. Using sensitivity analysis, the effect of various
parameters such as duct availability, cost of civil works, etc.
on the prospects of the investment are investigated. These
results reveal several important techno-economic aspects
that should be considered by telecom operators, regulators,
and policy makers towards a successful FTTH deployment
strategy.

Index Terms—Business economics;
Communication systems economics.

Optical networks;

I. INTRODUCTION

I n recent years, the world has witnessed an unprec-
edented increase in network capacity in both core and
metropolitan area networks. Wavelength division multiplex-
ing (WDM) made it possible to transmit several wavelength
channels over the same fiber providing terabit-per-second
aggregate transmission rates [1]. However, due to the high
installation costs, fiber deployment in the access network is
still rather limited, preventing the end user from taking full
advantage of this bandwidth abundance. Next-generation
access networks are therefore expected to bridge the gap be-
tween the capacity at the core/metropolitan networks and
the capacity delivered at the user premises. Digital sub-
scriber line (DSL) technologies may provide a short-term so-
lution to this problem. DSL has the advantage of using the
existing copper cable infrastructure, but at high data rates,
the customer’s terminal needs to be located near the digital
subscriber line access multiplexer (DSLAM) (the distance
should typically not exceed 300 m). Very high-speed DSL
(VDSL) [2] can theoretically be used to provide symmetric
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access of 100 Mb per second, but the actual performance
quickly deteriorates as the communication distance in-
creases. To support higher access rates, alternative tech-
nologies must be considered. In the long run, installing fi-
bers up to the customer premises, usually referred to as the
fiber-to-the-home (FTTH) alternative, is perhaps the only
possible candidate to support the increasing bandwidth de-
mands and low-latency requirements of future applications.

Several telecom operators are currently considering vari-
ous access network evolution scenarios towards fiber-to-the-
building (FTTB)/FTTH. Such a network upgrade must be
carefully planned, especially taking into account the large
associated costs. FTTH is a rapidly growing market in Ja-
pan [3]. In May 2010 there were over 17 million subscribers
for FTTB/FTTH, 62% of which were FTTH subscribers. In-
terestingly enough, in Japan, the number of FTTH custom-
ers has surpassed that of DSL. In South Korea, the FTTB/
FTTH penetration has surpassed 50% [4,5]. Recent policy
changes are also expected to favor the penetration of such
solutions in the United States [6]. According to data pro-
vided by the FTTH council, in April 2010, the number of
fiber-connected homes was estimated to be 5.8 million in the
USA, corresponding to a penetration of about 6%, while that
of the homes that are “passed” (i.e., that can be easily con-
nected to the network because of their proximity to the in-
frastructure) is about 18.2 million [7]. In Europe, in May
2010, it was estimated that FTTH/FTTB penetration was
above 10% in Lithuania, Norway, and Slovenia [4].

FTTH can be implemented on a point-to-point (Pt-Pt) ba-
sis where a dedicated fiber pair is used to connect each cus-
tomer’s optical network terminal (ONT) to the optical line
termination (OLT) at the central office. This requires the in-
stallation of a large amount of fiber cable and can lead to
significant OLT line card density resulting in large costs for
footprint, power, thermal, and interconnect management
[6,8]. A more efficient approach is to use a shared fiber con-
necting the OLT to a group of customers through a remote
node (RN), as shown in Fig. 1. The user ONTs are connected
to the RN with dedicated fiber cables of much shorter
length. Active routing equipment could be placed at the RN,
but this results in increased powering and maintenance
cost. To alleviate these costs, passive equipment can be used
at the RN, in which case the network architecture is re-
ferred to as a passive optical network (PON). Ethernet-
based PONs (EPONSs) are a special case of time domain mul-
tiplexed passive optical networks (TDM/PONs) where a
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Fig. 1. PON architecture: (a) TDM/PON and (b) WDM/PON.

single wavelength is used to accommodate the downstream
traffic from the OLT to an entire customer group [3]. A dif-
ferent wavelength is used to route the upstream data from
the customers back to the OLT. In order to provide higher
data rates, one solution is to use WDM and assign a differ-
ent wavelength for the traffic carried from the OLT to and
from each user, which is referred to as the WDM/PON archi-
tecture. Future upgrades of the TDM/PON to a WDM/PON
infrastructure are expected to provide subscribers with
gigabit-per-second data rates. Korean Telecom (KT) is cur-
rently undertaking a series of field trials in order to evalu-
ate the potential of WDM/PON technology in the access net-
work [5].

Before such wide-scale investments are carried out, how-
ever, it is important to investigate their business prospects
with realistic techno-economic tools. The cost of civil works,
optical components, network operation, administration, and
maintenance complicate decisions regarding upgrades in
the access network. During the past several years there
have been an increasing number of research papers trying
to identify the infrastructure installation first cost (IFC) for
various optical networks. In [9], the reasons for the slow
FTTH adoption in the Unites States are analyzed. In [10,11]
the installation costs of various access architectures are ex-
amined, while [12,13] focus on the techno-economic analysis
of municipality-owned networks and their associated costs.
An analysis of the migration path from FTTC to FTTH can
be found in [14], and an algorithm for minimizing the cost
for a PON is presented in [15]. A complete techno-economic
analysis and comparison of TDM/PON and WDM/PON ar-
chitectures is still missing despite the fact that the decision
making on this issue is timely and critical in light of FTTH
developments worldwide.

In this paper, we discuss how the techno-economic frame-
work developed in the European project ECOSYS [16] can
be applied to study and compare the business prospects of
TDM/PON and WDM/PON architectures and provide sup-
port to the decision-making process regarding access net-
work installations. The rest of the paper is organized as fol-
lows. Section II describes the alternative PON architectures
considered in this paper, while in Section III the techno-
economic methodology and tool that is used in the analysis
are presented along with the geographical area characteris-
tics and the assumptions made for the evolution of the
prices for optoelectronic components. Section IV investi-
gates the business prospects of the TDM/PON and WDM/
PON architectures, highlighting the importance of factors
such as the duct availability and length, the optical compo-
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nent price, the tariff policies, and the installation year. Fi-
nally, Section V summarizes the conclusions for the pros-
pects of the examined scenarios.

II. PON ARCHITECTURE DESCRIPTION

A. TDM/PON

The TDM/PON and the WDM/PON architectures are il-
lustrated in Figs. 1(a) and 1(b), respectively. In the TDM/
PON scenario, downstream data are broadcast to the users
connected to the OLT through a simple optical splitter lo-
cated at the RN. Downstream data are broadcast from the
OLTs over a single specified wavelength that can be shared
on a time domain basis, assigning different time slots for
each user. In the uplink, another wavelength channel is
used to carry upstream data transmitted by the ONTs. The
same wavelengths are used in all ONTs of the PON. This ar-
chitecture has the advantage of being simple to implement,
but the splitter introduces splitting losses that scale linearly
with 1/N, N being the number of users [6] limiting the reach
and the number of users that can be connected to a single
RN. Splitters usually provide splitting ratios that are pow-
ers of 2, so in practice the losses may be 1/M, where M
=2" is the smaller power of 2 for which M=N (m is an in-
teger). Bandwidth sharing and network reach are two im-
portant factors limiting the TDM/PON’s scalability. In addi-
tion, the data sent by the multiple ONTs have to go through
the OLT involving electronic processing, which inevitably
introduces latency and degrades the throughput of the net-
work. In many applications such as virtual private networks
(VPNSs), grid computing and online gaming, latency can be-
come a major issue affecting the quality of service provided
by the network [17].

The IEEE 802.3ah EPON (Ethernet passive optical net-
work) and ITU-T G.984 GPON (Gigabit passive optical net-
work) architectures are two of the available standardized
solutions for optical access networks [18—-22]. An EPON net-
work permits data rates of 1 Gb/s, while GPON permits
2.5 Gb/s by encapsulating Ethernet frames. In this paper,
we have selected GPON as the TDM/PON technology of
choice in our techno-economic evaluations. 10GPON is an
advanced GPON architecture that will permit a transmis-
sion speed of 10 Gb/s for downstream [19]. ITU-T Q2/15 has
started standardizing XG-PON (where X stands for the Ro-
man number 10, i.e., XG-PON means 10G-PON) as the fu-
ture successor to GPON.

In GPON, signals destined for different users are multi-
plexed in the time domain and are broadcast to all ONTs
[18]. ONTs recognize and receive their own data while they
block the rest. In the upstream direction, ONTs take turns
transmitting within their assigned timeslot. GPON uses the
1.49 um wavelength for downstream data transmission and
1.31 pum for upstream. At the former wavelength, a GPON
system takes advantage of the fiber’s low optical loss coeffi-
cient near 1.5 um. Distributed feedback (DFB) lasers can be
used as the source in the OLT and the ONT. A GPON system
can typically accommodate 32 users at a maximum distance
of 20 km (OLT to ONT). The power splitter usually consists
of a tree of successive Y-junctions [6].
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Recent advances in integrated optical technology have en-  — i P
abled the commercialization of athermal AWGs, in which
the central wavelength does not shift due to temperature
variations. Despite the increased cost of the WDM/PON sce-
nario the users enjoy an increase in bandwidth, since a dedi-

cated wavelength channel is assigned to each of them. De-
pending on the transceiver used, the data rates can extend
into the gigabit-per-second regime [23]. In the upstream di-
rection, it is possible to use low-cost multimode Fabry—Perot
laser diodes, which can be directly modulated. Specially de-
signed bidirectional optical filters (often referred to as BiDi)
can be used to distinguish the upstream and downstream
traffic on the customer premises. WDM/PON multiwave-
length downstream technologies are, however, still imma-
ture, and there is currently a wide range of competing
choices [18]. Each ONT is assigned one wavelength for
downstream data. Accurate wavelength control of this
source is required, but high downstream data rates in the
gigabit-per-second regime can be supported using direct
modulation. At the user side, no tuning is required since the
AWG and the optical filter ensure that the downstream
wavelengths are properly routed to their destined receivers.
There is, however, the issue of upstream wavelength selec-
tion: Each user must transmit at a specific wavelength in or-
der for the AWG to route the upstream signals back to the
OLT. This necessitates the use of wavelength-specific (col-
ored) transmitter modules at the user side hindering net-
work design flexibility and scalability. Ideally, the ONT
should be made colorless: Upon installation, its transmis-
sion wavelength should be adjusted automatically depend-
ing on the existing network topology. Colorless ONTs are
useful to reduce inventory complexities, provisioning, record
keeping, installation, and fault management. Colorless
ONTSs can be based on either reflective semiconductor opti-
cal amplifiers (RSOAs) [24] or injection-locked field-
programmable logic devices (FPLDs) [25]. Figures 2(a) and
2(b) show the colorless-ONT-based WDM/PON architectures
considered in the techno-economic evaluations of this paper
corresponding to a RSOA and an injection-locked FPLD-
based ONT, respectively. A detailed description of these ar-
chitectures can be found in [24,25]. The architectures illus-
trated in Fig. 2 were used in order to evaluate the cost of

Fig. 2. Colorless ONT-based WDM/PON architectures considered
in this paper: (a) reflective SOA and (b) injection-locked FPLD.
EDFA, erbium-doped fiber amplifier; BLS, broadband light source.

optoelectronic components associated with the WDM/PON
installation, as discussed in Subsection III.B.

It should be noted that although WDM/PONs provide a
solution to the reach and bandwidth sharing problems of
TDM/PONs, the issue of latency remains since the data

from every ONT still need to be electronically processed at
the OLT.

ITI. TECHNO-ECONOMIC METHODOLOGY

A. Methodology

The tool used in this study is the ECOSYS techno-
economic tool that has been used in the evaluations of vari-
ous wireless and wireline access technologies [26-29]. The
application of the model relies on its database, where the
cost figures of the various network components are kept and
are constantly updated from data gathered from the biggest
European telecommunication companies.

Figure 3 depicts the various components of the ECOSYS
techno-economic tool.

The study period is best adapted to the case at hand. For
fixed network deployments, for example, an 8-year period is
reasonable, considering the time it usually takes to reach
market maturity. The services to be provided must be speci-
fied. This includes the definition of the market penetration
of these services over the study period. Also the tariffs for
services have to be defined, i.e., the part of the tariff that is
attributed to the network under study. From the combina-
tion of yearly market penetration and yearly tariff informa-
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Fig. 3. The ECOSYS techno-economic methodology [16].

tion, the ECOSYS tool calculates the revenues for each year
for the selected service set. Next, the architecture scenarios
to provide the selected service set must be defined. This
needs network planning expertise and is mostly outside of
the framework of the ECOSYS methodology. Many network
architectures can be accounted for, such as tree, mesh, or
ring architectures. The ECOSYS tool includes a set of geo-
metric models that assist in the network planning by auto-
matically calculating lengths for cables and ducting. These
geometric models are optional parts of the methodology and
the ECOSYS tool can be used without them, e.g., for radio
access technology evaluation, where no geometric models
are necessary. The result of the architecture scenario defini-
tion is the so-called shopping list. This list is made for each
year of the study period and it shows the volumes of all net-
work cost elements (equipment, cables, cabinets, ducting,
installation, etc.) and the distribution of these network com-
ponents over different flexibility points and link levels. The
costs of the network components are calculated using an in-
tegrated cost database. Architecture scenarios are used to-
gether with the cost database to calculate investments for
each year.

Price forecasting is an essential part of the techno-
economic methodology used in this study. The price evolu-
tion over time P(¢) uses the extended learning curve [27]:

P(t) = P(0)[n,(0)" {1 + elnn(0)7-1]-2 In UATH-1og K (1)

In Eq. (1), n,(t)=n(t)/max{n(¢)} and n(¢) are the normal-
ized and actual accumulated production volume of the prod-
uct at time ¢, respectively, and AT is the growth period of the
product defined as the time taken for the total production
volume to reach from 10% to 90% of its maximum value. K is
the learning curve coefficient.

A generalization of the logistic model can be used for de-
mand forecasting. The 4-parameter logistic model used in
the ECOSYS tool was introduced in [27] and is described by

Y()=S(1 + e, (2)

where Y(¢) represents the demand (penetration) of the ser-
vice in a specific population; S represents the saturation
level of penetration; and a, b, and ¢ are parameters related
to the characteristics of the curve. Such models are based on
the diffusion theory, a methodological approach used for es-
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timating the adoption of technological innovations or other
products or services.

B. Area and Component Characteristics

The area is described in terms of subscriber density, loop
lengths, and geographical and market characteristics. The
area model chosen corresponds to a dense urban area and is
shown in Fig. 4. The area’s surface is 12 km?2, and there are
5,641 customers per km?. It is assumed that there is one
central office, where the required OLTs are installed, serv-
ing 65,536 customers in total. The area under consideration
corresponds to a dense urban area and each building has 16
floors of 4 apartments each (see [28] and references therein).
The customers are divided to groups of 32, and each group is
served by a power splitter (in the case of TDM/PON) or an
AWG (in the case of WDM/PON) installed at the RN (cabi-
net), which is connected via a dedicated fiber to the OLT.
There is also a dedicated fiber pair connecting each user to
the RN. The area between the OLT and the cabinet are de-
fined as main network and the rest as access network.

The cost of the primary optoelectronic equipment used for
the evaluation of the cost per subscriber for both PON solu-
tions is presented in Table I. The table reflects the cost of
discrete components and along with Figs. 2(a) and 2(b) has
been used in order to estimate the optoelectronic component
cost for connecting 32 users to the network. For the
injection-locked FPLDs, the cost was about 28,000€ per 32
subscribers, which compared very well with existing
100 Mb/s commercial solutions. For the RSOA-based WDM/
PON the optoelectronic component cost for connecting 32 us-
ers was about 40% higher, due to the increased cost of com-
mercially available RSOAs. Because of the smaller cost of
injection-locked FPLDs, it has been assumed that all ONTs
are based on this technology. The prospects of RSOA-based
ONTs are discussed in the sensitivity analysis carried out in
the next sections. One should note that the optoelectronics
cost could be different if the transmitters and the receivers
are combined in transceiver circuits. This matter is ad-
dressed in a later section using sensitivity analysis.

Tariff policy is another critical issue that can have a
strong influence on the business prospects of a telecom in-
vestment project. In the present study the tariff structure of
[30,31] has been adopted and adapted to the broadband ser-
vices of Table II. The tariff policy remains the same in both
projects and the tariff drops 2% each year in the 8 year
study period. Based on this tariff structure, the residential
users that choose the Silver Residential Service Class

Access .
e e
‘_N etwork ain Network—p-

>—u >0

| Cabinet Central

Building AWG or Office
Spitter

1024 256 1

Fig. 4. Network area model.
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TABLE I
OPTOELECTRONIC COMPONENT COST

Reference Price

PON Component [Year 2010] (in €)

AWG 500
Splitter 500
FP-LD 50
DFB-LD 200
RSOA 600
EDFA (BLS) 4000

(100 Mb/s access) are charged 34€ per month in 2010, and
this rate gradually diminishes to 29€ in 2017. Such rates are
comparable to FTTH access rates [32].

C. Service and Customer Definitions

The services to be considered depend on the customer pro-
files that are classified in residential and business custom-
ers, including small and medium enterprises (SME) and
small office/home office (SOHO). Key network requirements
for business customers are scalability, security, flexibility,
and differentiated quality of service (QoS). The range of ser-
vices required by business customers is wider than for resi-
dential customers: file transfer within an intranet, which
means bursty traffic and highly variable bit rates; high bit
rate access to the Internet; and videoconferencing with
strong real-time constraints. Out of the 65,536 users in each
study area, 90% of them are considered residential while the
remaining 10% are business users. The service classes of-
fered are defined in Table II. For each service class, the
mean bit rate (MBR) is considered in order to dimension the
network. To calculate these values, one assumes that the
MBR equals the maximum bit rate multiplied by a traffic
concentration factor (C;). The first year, this factor is set to
5% for all residential service classes, and 20% for all busi-
ness service classes. Then the increase of bandwidth re-
quirement is taken into account by assuming that the mean
bit rate is growing by 10% each year. In addition there is a
migration of the users to enriched service baskets following
market and service competition as depicted in Fig. 5

D. Operation Administration and Maintenance Costs

The operation, administration, and maintenance (OA&M)
costs are divided into three separate components. The first
component represents the cost of repair parts, is driven by
the investments in network elements, and is included auto-

TABLE II
SERVICE CLASSES AND TRAFFIC ASSUMPTIONS

D,y U Monthly Rates
Area (Mb/s) C, 2010(€)
Silver Residential 100 5% 34
Gold Residential 1000 5% 57
Silver Business 100 20% 99
Gold Business 1000 20% 240
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matically in the models. The second cost component C; rep-
resents the cost of repair work calculated at each year i of
the study period and for each component

Ci = (Vi—l + Vi)(PiRclass + Cb)/27 (3)
where
MTTR
C,=P c— 4
b labour MTBR ( )

Pjopour 1s the cost of the work hour (€/hour), MTBR and
MTTR stand for mean time between repairs (in years) and
mean time to repair (in hours), V; is the equipment volume
in year i, P; is the price of the cost item in year i, and R,
is the maintenance cost percentage (defined by choosing
maintenance material class for every cost component).

MTBR and MTTR figures for each cost component are
kept in the tool database. In order to calculate the total cost
of repair work throughout the study period one must sum
the C; over all network components and years under study.
The third cost component corresponds to operation and ad-
ministration (O&A) costs that have to be included manually
when building the models. Typically this would be driven by
services, say by number of customers, or by number of criti-
cal network elements. By combining service revenues, in-
vestments, operating costs, and general economic inputs
(e.g., discount rate, tax rate), the tool can calculate outputs
such as cash flows and other economic figures of merit.

E. Penetration and Evolution of the Price
of Components

Figure 5 presents the penetration forecast over the study
period for the residential users. The penetration is calcu-
lated based on Eq. (2) using the same parameters as in [28].
Also shown is the price evolution of an optical component
described by Eq. (1) over the study period. It is assumed
that the two components initially have the same reference
value P(0) in 2010 equal to 100€. The price evolution does
not correspond to a specific component of the network, such
as a DFB or an RSOA, but it rather indicates how the equip-
ment cost is reduced on average due to the increased de-
mand and production volume. The parameters of the price
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evolution should be different for the two technologies. For
TDM/PON 1,(0)=0.01 and AT'=10 have been selected while
for the component used in WDM/PON n,(0)=0.001 and AT
=5. This is assumed since these components are less mature
than the TDM/PON components (see [33] for further details
on how to choose the learning curve parameters). Because
the WDM/PON components are an emerging market the
price declines faster. Consequently, a buyer paying 100€ for
WDM/PON equipment in 2010 would pay significantly less
at the end of the study period. The reduction is, however,
slower for TDM/PON prices since these are more mature
products. The impact of the optical component price in the
business prospects of the investment is investigated later in
Section V using sensitivity analysis.

IV. RESULTS

A. Greenfield Case and Preliminary Sensitivity
Analysis

Using the model described in the previous sections, the
two PON scenarios were evaluated in the case of a green-
field telecom operator, where the PON main and access net-
work must be built from scratch (i.e., no fiber ducts are
available from any previous deployments), in the dense ur-
ban area case. The net present value (NPV) was calculated
for a study period of 8 years starting at 2010 and is shown in
Table III. According to these results, the TDM/PON scenario
appears better compared with the WDM/PON scenario.

In order to gain further understanding of these results
and consider the uncertainties involved, a sensitivity analy-
sis is performed for both PON architectures. Sensitivity
analysis consists of the study of the impact of changes in a
single parameter while all other parameters are kept con-
stant. The parameters chosen for the sensitivity analysis
were customer tariffs, service penetration, optoelectronic
component prices, calculated duct length, the household
density, and the duct availability. All the parameters (except
the duct availability that will be studied separately in a
later section) were varied within an interval of +50% of their
initially assumed values.

Figures 6 and 7 illustrate the sensitivity results for TDM/
PON and WDM/PON scenarios, respectively. In both sce-
narios, the most crucial parameter affecting the NPV is the
customer’s tariff price. In the case of TDM/PON, a 50% in-
crease in the monthly rates of Table II (e.g., bringing it to
51€/month in the case of a silver residential subscriber) re-
sults in a positive NPV, while in the case of WDM/PON, it
can improve its NPV by as much as 10 M€. On the other
hand, if the value is reduced by 50% (e.g., 17€/month in the
case of a silver residential subscriber), the investment
projects attain an NPV about two times less than the base

TABLE III
GREENFIELD OPERATOR RESULTS

Scenario NPV (M€) (base case)
TDM/PON -85
WDM/PON -14.5
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case. It should be pointed out that, although the dependency
on tariff pricing is strong, no major variations in these
prices are expected due to the competition from other opera-
tors.

The next crucial parameter under consideration is the
duct length that the operator has to dig in order to deploy
the network and connect the customers. For the TDM/PON,
if the duct length drops by half, then the project has an NPV
of —0.5 M€, whereas if it increases by 50%, then the NPV be-
comes twice as low (—-16.6 M€). The total duct length used in
these calculations was estimated using an accurate geomet-
ric model and so no major variation in the initial value is
expected. For further details on the geometric model the
reader can read [28] and references therein.

Of course, one could interpret changes in these values as
the result of varying the cost for civil works since in the es-
timations of the fiber infrastructure cost, the total duct
length is multiplied by the average cost of installing the fi-
ber ducts per unit length. The initial average cost was as-
sumed 80€/m corresponding to a dense urban Western Eu-
ropean area and includes digging, trenching, installation of
duct and fiber cables, and finally road restoration. Reducing
the duct length by half is the same as reducing the average

WDM/PON sensitivity results
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Fig. 7. Sensitivity for WDM/PON.
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cost at 40€/m. In large-scale projects where major discounts
are expected, the reduced value can lead to a viable eco-
nomic project in the case of FTTH deployment.

The next important parameter is the cost of optoelectronic
components. This includes the necessary optoelectronic
equipment for PON technologies: AWGs, lasers, filters, etc.
A 50% reduction in price improves the NPV by 40% and 30%
for TDM/PON and WDM/PON, respectively. The impact of
this parameter will be further analyzed in Subsection IV.C.
Regarding household density, a 50% increase improves the
NPV by 75%, whereas a decrease by the same amount re-
duces the NPV by 45%, for the TDM/PON case. In the
WDM/PON the corresponding percentages are 49% and
—25%, respectively. The least important factor among the
ones studied here seems that of service penetration. A 50%
increase improves the financial results of TDM/PON by 35%
and by 15% for WDM/PON.

B. Impact of Duct Availability

As already mentioned, in all the FTTx projects, the cost of
digging up trenches and installing ducts and cables is cru-
cial for the economics of the project, and in our case, it was
calculated using the geometric model developed in [28]. In
the previous subsection, the impact of the total duct length
to the economic prospects of the project for a greenfield op-
erator was examined. In this subsection, it will be clarified
even further how the duct availability affects the business
prospects of the project. Incumbent operators in Europe
have access networks with duct availability (denoted with d)
that can vary significantly. Figure 8 illustrates the project’s
NPV for the TDM/PON and WDM/PON architectures, as-
suming two different scenarios with different duct avail-
abilities. In the case where d is 0%, no ducts are available
and the operator must dig the entire service area in order to
install them (greenfield operator). In the second scenario
where d=100%, there are ducts available but only in the
main network (e.g., only from the OLT to the RN as shown
in Fig. 4). This is a case of an operator that already has up-
graded the entire main network in dense urban areas in or-
der to offer VDSL to the customers. The results in Fig. 8 are
based on the assumption that there are no ducts in the ac-
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Fig. 8. NPV of the TDM/PON and WDM/PON solution depending
on duct availability in the main network.
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cess part of the network, e.g., between the RNs and the cus-
tomer buildings. The figure also illustrates the impact of
choosing a different first installation (rollout) year for both
architectures. The NPV values remain mostly negative for
the two alternative PON technologies and duct availability
scenarios, regardless of the year of first installation. This is
with the exception of TDM/PON with d=100% when the in-
stallation takes place after 2011. Furthermore the scenario
of WDM/PON with d =100% is slightly better than the TDM/
PON scenario with d=0%. As expected, the TDM/PON has
better economic prospects, relying on more mature GPON
technologies with lower optoelectronic component prices
than the WDM solution. Figure 8 suggests that the best
strategy for the operator is to wait until the component price
is reduced (say by 2012-2013) before proceeding to such an
investment.

In Western European countries, a typical value for the
main network duct availability is 80% for most incumbent
operators. Duct availability between the cabinets and the
customer premises can, however, vary significantly from
country to country. In Fig. 9, the NPV for both architectures
is calculated assuming an 80% main network duct availabil-
ity and three different access network duct scenarios: a) 0%,
b) 50%, and ¢) 100% access duct availability. The case with
0% access duct availability corresponds to the situation of
most incumbent operators in Europe, where a significant
part of the last mile access network is still based on copper.
In all scenarios considered in Fig. 9, TDM/PON performs
better than WDM/PON. This is quite logical since the mar-
ket is more mature (higher demand and revenue figures)
and all necessary components are lower priced. The NPV in
the case of TDM/PON is positive if FTTH launches after
2013, even under no duct availability in the access part of
the network. For WDM/PON, the NPV is always negative if
there is no duct availability independently of the year of in-
stallation.

In the case where the access duct availability is either
50% or 100%, NPV becomes positive for TDM/PON deploy-
ment launched in 2010. For the WDM/PON architecture,
positive NPV is obtained only after 2012 if there is 100%
duct availability. Figures 8 and 9 clearly illustrate that both
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Fig. 9. NPV of the TDM/PON and WDM/PON solution depending
on duct availability in the access network (80% present at main
network).
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WDM/PON Distribution of CAPEX
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Fig. 10. Distribution of investments for the WDM/PON solution.

main and access network duct availability significantly in-
fluence the value of the NPV, thereby altering the business
prospects of either of the PON solutions.

In addition, from the comments made in the previous sub-
section (the sensitivity analysis) it can be deduced that re-
ducing the infrastructure cost is actually the same as having
increased duct availability. For example, the reduction of
the installation cost by half essentially corresponds to hav-
ing double duct availability. In this sense, these figures also
illustrate the importance of reducing the installation cost of
the fiber infrastructure. Note that the previous discussion
applies under the assumption that no competitor is entering
the market before FTTH is launched (if this is not true, then
the market share can be reduced significantly).

C. Importance of Cost Components

In order to identify the most critical cost components,
Figs. 10 and 11 illustrate the distribution of the capital in-
vestments for WDM/PON and TDM/PON architectures, re-
spectively, in the case where no duct is available (greenfield
operator). The largest part of the total costs for both archi-
tectures is the infrastructure expenses (digging and install-
ing optical cables). The cost of optoelectronic components in-
cludes network equipment installed at the OLT premises
(transceivers, switches, etc.) and the RN (AWGs, splitters,
etc.) and is more expensive for the WDM/PON than the
TDM/PON. The ONT includes all equipment installed at the
user premises (ONT, indoor fibers, transceivers, etc.). In the
case of WDM/PON, the ONT is more expensive because of
the more advanced optical components that must be in-
stalled and is almost 12% of the total investments compared
to 5% in the TDM/PON case. This difference can be ex-
plained due to the higher prices of optoelectronic compo-
nents used at the ONTs. As discussed in Subsection 3.B, the
WDM/PON optoelectronic component base cost value is cal-
culated assuming injection-locked FPLDs at the customer
premises.

TDM/PON Distribution of CAPEX

'7"zf.r§§§2,uqure N
5.21%

Fig. 11. Distribution of investments for the TDM/PON solution.
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Fig. 12. Sensitivity analysis of the NPV of the TDM/PON with re-
spect to the initial price of the optoelectronic components.

In order to further investigate the effect of the cost of the
optoelectronic components, a sensitivity analysis is carried
out with respect their initial price P(0). Figures 12 and 13
illustrate the overall impact of changing P(0) in the case
where the network installation takes place in 2010 and also
illustrates the impact of the OLT and ONT in the NPV for
both cases. Changes in the OLT and ONT cost can be due to
the fact that the transmitters and receivers can be inte-
grated in transceiver circuits. For WDM/PON solutions, a
50% reduction in the total component prices gives a 25% im-
provement in NPV values, whereas in the TDM/PON solu-
tion this amount is 40%. Figure 12 illustrates that in TDM/
PON, the price of the OLT has a more important impact in
the NPV compared to the ONT. If the price varies by a factor
of 50%, the NPV changes are 34% and 5% for OLT and ONT,
respectively. In the case of WDM the same variation in price
gives a 16% and 9% change in the NPV for the OLT and
ONT, respectively. Again the difference can be explained in
terms of technological maturity. As already discussed in Fig.
5, the cost of WDM/PON components is expected to decline
faster than those for TDM/PON, while in the future there
will be demand for higher volumes and more technologically
mature products.
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Fig. 13. Sensitivity analysis of the NPV of the WDM/PON with re-
spect to the initial price of the optoelectronic components.
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Fig. 14. Sensitivity analysis of the NPV of the WDM/PON RSOA
with respect to the initial price of the optoelectronic components.

Finally a comparison between injection-locked FPLD and
RSOA-based ONTs for WDM/PON deployment was per-
formed. For the greenfield case, the latter solution is at
present more expensive; with the same initial parameters
the NPV is —16.7M€ presenting a decrease of 15% compared
to the injection-locked FPLD solution. This difference is due
to the deployment of the more expensive RSOAs at the ONT
although the price of the OLT is reduced (because of the ab-
sence of the BLS). A sensitivity analysis shown in Fig. 14
confirms that the ONT cost is now more significant com-
pared to the OLT cost for the economic prospects of the
project. A 50% reduction in the price of optical components
improves the NPV by 36%, while the same reduction in the
ONT and OLT price improves the NPV by 23% and 12%, re-
spectively.

V. CONCLUSIONS

In this paper, the economic prospect of PON-based, FTTH
deployment scenarios was discussed assuming both TDM
and WDM architectures. The study revealed that both
projects demonstrate a negative NPV, with the TDM/PON
solution to be economically more preferable. However,
WDM/PONSs can provide the individual subscriber with a
higher net data rate. Using sensitivity analysis, the various
factors affecting the investment prospects were considered,
such as tariff policy, duct length and availability, and the
cost of optoelectronic components. In the case of WDM/PON,
two colorless ONT technologies were assumed, one based on
injection-locked FPLDs and the other based on RSOAs. At
present, injection-locked FPLDs resulted in better NPV be-
cause of the high cost of commercially available RSOAs. The
paper also considered various access network scenarios, in-
cluding a greenfield scenario where the access network must
be built from scratch. Results were presented for the case in
which fiber ducts are available because of previous access
network deployments.

The techno-economic analysis carried out in this paper re-
vealed that infrastructure installation remains the higher
cost component. If these costs can be reduced, say by using
existing duct availability, or reducing the cost of civil works,

Rokkas et al.

then the prospects of both FTTH deployment scenarios are
improved significantly. The European Commission and a
number of national regulatory authorities consider WDM/
PON as a potential technology in order to offer unbundled
access to PON-based networks. The analysis also suggests
that the optimal strategy would be first to commence the in-
stallation of TDM and implement the costly infrastructure
civil works and later upgrade to the WDM solution when the
price of WDM components will probably fall. This upgrade
will use the infrastructure already deployed and will up-
grade the optoelectronic equipment (ONTs, OLTs, etc.). The
low NPV of both projects unveiled that the business poten-
tial of both WDM/PON and TDM/PON scenarios is limited,
especially for the operators with no duct availability or ex-
isting infrastructure.
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