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ABSTRACT
Recently, there has been a growing interest in gossip-based
protocols that employ randomized communication to ensure
robust information dissemination. In this paper, we present
a novel gossip-based scheme using which all the nodes in
an n-node overlay network can compute the common aggre-
gates of MIN, MAX, SUM, AVERAGE, and RANK of their
values using O(n log log n) messages within O(log n log log n)
rounds of communication. To the best of our knowledge,
ours is the first result that shows how to compute these ag-
gregates with high probability using only O(n log log n) mes-
sages. In contrast, the best known gossip-based algorithm
for computing these aggregates requires O(n log n) messages
and O(log n) rounds. Thus, our algorithm allows system
designers to trade off a small increase in round complexity
with a significant reduction in message complexity. This can
lead to dramatically lower network congestion and longer
node lifetimes in wireless and sensor networks, where chan-
nel bandwidth and battery life are severely constrained.

1. INTRODUCTION
Many large-scale distributed applications require aggre-

gate statistics (e.g., MIN, MAX, SUM, AVERAGE) to be
computed over data stored at individual nodes. For exam-
ple, in peer-to-peer systems [18, 20], the average number of
files stored at each peer node or the maximum size of files
exchanged between nodes is an important input to system
designers for optimizing overall performance. Similarly, in
sensor networks [17, 12], disseminating individual readings
of temperature or humidity among all the sensor nodes, be-
sides being too expensive, may also be unnecessary, and ag-
gregates like MAX or AVERAGE may suffice in most cases.
And finally, in a wireless network monitoring application
using software probes deployed on mobile handsets to mon-
itor performance, a service provider may be more interested
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in the abnormal measurements recorded by the probes like
unusually low signal strength or atypically high application
response times.

Depending on the application, the aggregate computation
procedure must satisfy some of the following requirements.

• Scale to a large number of nodes. P2P systems and sen-
sor networks can have millions of participating nodes.
The procedure should be able to handle such mas-
sively distributed applications, and overall computa-
tion times should increase gradually and smoothly as
new nodes join.

• Be robust in the presence of failures. Link and node
reliability can be expected to be poor in wireless and
sensor networks. Thus, the procedure must be resilient
to node failures and message loss.

• Incur low communication overhead. Wireless links typ-
ically have low bandwidths, and in sensor networks,
nodes have limited battery lives. As a result, the com-
putation process should involve only a small number
of message transmissions.

While the exact trade-off between the aforementioned re-
quirements is not completely understood, an important ques-
tion is whether it is possible to design efficient algorithms
satisfying a sizable subset of the above-mentioned require-
ments.

For example, consider a centralized approach in which
each node transmits its value to a central coordinator that
then computes the aggregate. Clearly, this is extremely effi-
cient in terms of message overhead. However, it is lacking in
terms of scalability and reliability since the coordinator can
quickly become a bottleneck and is a single point of failure.
Similarly, though alternate approaches based on propagat-
ing aggregate computation up the nodes of a deterministic
tree solve the scalability issue [8, 21], they are still suscep-
tible to node and link failures.

To overcome the above-mentioned scalability and reliabil-
ity problems, several researchers have proposed decentral-
ized gossip-based schemes for computing various aggregates
in overlay networks [11, 15, 9, 5, 4]. In gossip-based pro-
tocols, each node exchanges information with a randomly-
chosen communication partner in each round. By their very
nature, gossip-based schemes are robust; they are resilient
to message failures as well as node failures, thus making
them ideally suited for P2P, wireless and sensor networks
with potentially poor link-reliability.
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Much of the early gossip work focused on using random-
ized communication to propagate a single message through-
out a network of n nodes [7, 16, 10]. More recently, Kempe et
al. [11] presented the first set of analytical results on compu-
tation of aggregate functions using randomized gossip. They
analyzed a simple gossip-based protocol for computing sums,
averages, quantiles and other aggregate functions. In their
scheme for estimating averages, each node selects another
random node to which it sends half of its value; a node on
receiving a set of values just adds them to its own halved
value. Kempe et al. showed that these values converge to
the true average in O(log n) rounds resulting in O(n log n)
messages.

In this paper, we address the following question: is it pos-
sible to reduce the message complexity of aggregate (max,
sum, average, rank of an element) computation schemes
from O(n log n) while relaxing the number of rounds to slightly
exceed log n? We present a novel scheme to compute MIN,
MAX, SUM, AVERAGE and RANK using O(log n log log n)
rounds of communication and O(n log log n) messages. To
the best of our knowledge, ours is the first result that com-
putes these various aggregates in a network with probabilis-
tic link and node failures using only O(n log log n) messages.
Thus, compared to previous work [11], our scheme achieves a
significant reduction in communication overhead at the cost
of only a modest increase in the number of rounds. This
can yield significant benefits in terms of lowering congestion
and lengthening node lifetimes in bandwidth and energy-
constrained environments like wireless and sensor networks.

Our algorithms achieve this O(log n/ log log n) factor re-
duction in the number of messages by randomly cluster-
ing nodes into groups of size O(log n), selecting represen-
tatives for each group, and then having the group repre-
sentatives gossip among themselves. It is interesting to
note that Karp et al. [10] proved that a single message
cannot be spread in a network using less than n log log n
message exchanges for a class of algorithms referred to as
address-oblivious algorithms. Although our algorithm is not
“strictly” address-oblivious, this lower-bound result indi-
cates that it might be hard to reduce the message complex-
ity further without substantially increasing the number of
rounds.

The rest of this paper is organized as follows. In Sec-
tion 2, we present the underlying assumptions of our gossip
framework. Section 3 describes prior related work. In Sec-
tion 4, we describe our schemes for computing the various
aggregates. Finally, we conclude in Section 5.

2. MODEL
The network consists of a set V of n nodes; each node

u ∈ V has a value denoted by val(u). We are interested
in computing aggregate functions like MIN, MAX, SUM,
AVERAGE, RANK etc. of the node values.

The nodes communicate in discrete time-steps referred to
as rounds. As in prior work on this problem [11, 10, 4], we
assume that communication rounds are synchronized, and
that all nodes can communicate simultaneously during a
given round. The communication graph can be either push-
based or pull-based. In the push-based model, a node selects
a communication partner at random, and transmits infor-
mation. A node can transmit to only one node in a round.
In the pull-based model, a node chooses a communication
partner at random and requests information. Thus, in this

model, a node can receive from only one node in a round.
We assume that each node can communicate with every

other node; each node chooses a communication partner in-
dependently and uniformly at random. A node u is said to
call a node v if u chooses v as a communication partner.
Once a call is established, we assume that information can
be exchanged in both directions along the link.

Message sizes are bounded by O(log n + log q) bits, where
{1 . . . q} is the range of values at the nodes. The values at
the nodes do not change during the execution of a query.
When multiple nodes attempt to communicate with a node,
then a connection is either queued up or rejected (if the
queue size is already sufficiently large).

We assume the failure model of [11]. In particular, we
assume two types of failures: (i) some fraction of the nodes
may crash initially, and (ii) links are lossy and messages
may get lost. Thus, while nodes cannot crash during the
execution of the algorithm, communication can fail (either
due to lossy links or due to initial node crashes) with a
certain probability δ. W.l.o.g., we assume that δ is some
constant such that 1

log n
< δ < 1

8
. Our results can also be

proved without this assumption. In particular, for larger
values of δ, we can make O(1/ log(1/δ)) repeated calls to
bring down the call failure probability below 1

8
. On the

other hand, call failure probabilities lower than 1
log n

only
make it easier to prove our claims.

We consider two query models: one in which only a single
node that initiates the query is interested in knowing the
result, and another in which all nodes need to know the
query answer.

3. RELATED WORK
Randomized gossip-based schemes for spreading a single

message update in a network date back to the work on
epidemic algorithms by Demers et al. [7]. Initial work on
spreading a single message using randomized gossip [7, 16]
essentially show that a single message can be spread in a net-
work of n nodes in O(log n) rounds and O(n log n) message
transfers. Karp et al. [10] presented an improved algorithm
and showed that even when a δ fraction of the nodes and
messages can fail adversarially, all but a O(δ) fraction of the
nodes in the network will have the message within O(log n)
rounds and using only O(n log log n) messages. They also
gave lower bounds for the problem of single message dis-
semination.

Several works have considered the problem of determin-
istic in-network aggregation using trees [8, 21]. As shown
in [11] and [4], such approaches are not resilient to node and
message failures.

Kempe et al. [11] used gossip to compute aggregates of
a distributed collection of values. They presented schemes
that compute the sum and average of a distributed collection
of values in O(log n) rounds and O(n log n) messages. They
also extended the scheme to compute rank, select random
samples, quantiles (using O(log2 n) rounds and O(n log2 n)
messages) and several other aggregate functions. Our work
aims to save an O(log n/ log log n) factor in the number of
messages used to compute these aggregates while giving up
a O(log log n) factor in the number of rounds.

Boyd et al. [4] considered non-uniform gossip where the
probability of node i communicating with its neighbor j is
Pij . Their proposed algorithm is different from the standard
uniform gossip model in that it considers an asynchronous
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setting and in each asynchronous clock tick, it finds a ran-
dom matching between the vertices. These vertices then
average and update their values. They also presented a dis-
tributed scheme to find the optimal communication prob-
abilities for each pair of vertices to ensure that the gossip
algorithm converges at the fastest rate.

Finally, in [5], the authors employ a gossip-based approach
to compute aggregates in a wireless sensor network setting.
They present an algorithm with better performance based on
a property of wireless transmissions where all nodes within
the radio range can hear a broadcast.

4. OUR SCHEME
In this section, we describe our various schemes; the scheme

for computing MAX is detailed in Section 4.2, and the schemes
for computation of SUM, AVERAGE and RANK are de-
scribed in Section 4.3. However, before delving into the de-
tails of our approach, we discuss some of our initial attempts
that did not work.

4.1 Simple Approaches (that do not work)
In this subsection, we discuss two approaches that are sim-

ple, but have high message complexity. These will motivate
the need for a more sophisticated solution.

Repeated rumor-spreading. Computation of MAX is in
some sense similar to the rumor-spreading problem consid-
ered in [10]; however, we cannot simply invoke their results
to spread the MAX value throughout the network because
each node in the network holds a potentially important piece
of information. Thus, naively running the rumor-spreading
algorithm of [10] by considering each node’s information as
a rumor imposes a communication cost of O(n2 log log n).

Random query trees. Another attempt to compute MAX
is to gossip for O(log log n) rounds, which will result in the
MAX spreading to O(logp n) nodes (for some constant p)
with only O(n log log n) work. Then, the query node selects
two nodes at random from the set of all nodes, and each
selected node then repeats this process. A selected node
marks itself to ensure it is not picked again. This construc-
tion goes on until the tree has O(n/ logp−1 n) nodes. Once
this happens the nodes will aggregate values up the tree and
the query node will have the MAX w.h.p. 1 after O(log n)
rounds. This is because the probability that the tree does

not contain the MAX is at most (1− logp n
n

)n/ logp−1 n ≤ 1/n.
However, consider the communication complexity of this

scheme. Consider the penultimate level of the tree. We
have about n/c logp−1 n nodes at this level. Each of them
needs to contact two new neighbors in the current round.
The probability of a failed call for a node at this level is

1
c logp−1 n

. To ensure this is O(n−α), each node has to draw

O(logp n/ log log n) random samples. This means that, at
the last level alone, the scheme has communication com-
plexity O( n

logp−1 n
∗ logp n

log log n
) = O(n log n/ log log n). Note

that we are ignoring the fact that there might be collisions
between the samples chosen at the same level. This how-
ever only makes the tree smaller and our argument stronger.
Further, if we consider message failures as well, the commu-
nication overhead will be even higher.
1w.h.p. = with probability at least 1 − O(n−α) for some
constant α > 0.

4.2 Computation of MAX
We first describe the idealized version of our scheme to

give the key intuition, and subsequently present the more
practical version.

Intuition
Suppose that, incurring zero cost, we can divide all the nodes
into n

log n
groups, each of size log n, and each group having

a fixed root (let us call the roots red nodes and the others
blue nodes). Now each red node can determine the MAX in
its group, for example, by sequentially getting values from
all nodes in the group and computing MAX. Note that this
will need O(log n) rounds and O(log n) messages per group.
Let us call this phase as Grouping.

Next, the red nodes gossip among themselves to compute
MAX. For this, one can use the scheme in [11] to compute
MAX for m nodes in O(log m) rounds and O(m log m) mes-
sages. Since, there are n

log n
red nodes involved in gossiping,

we get a complexity of O(log n) rounds and O(n) messages.
We refer to this phase as Gossip.

Finally, the red nodes propagate the MAX in their own
groups, which has complexity similar to the Grouping phase.
We call this phase as Sampling/Propagation. Essentially, if
any node wishes to know MAX, it can do sampling, but, if
all the nodes wish to know MAX, then few nodes can do
sampling followed by propagation to the other nodes.

Note that this gives us an ideal scheme with O(log n)
rounds and O(n) messages. However, in order to achieve it
in the presence of node and message failures, the Grouping
phase must be performed in a distributed manner . Deter-
ministic grouping is not possible due to initial node failures,
which can potentially result in a red node failure if cho-
sen deterministically. Therefore, we propose a randomized
strategy to form the groups. Each node decides to be a
red node independently with probability 1

log n
. This gives

roughly O( n
log n

) red nodes to start with. Now, the red

nodes start forming groups by randomly contacting/being
contacted by other nodes. This group formation happens in
two phases: first Push and then Pull. Essentially, the Push
and Pull phases simulate the ideal case, but in a distributed
manner. Below, we describe these further in the context of
our overall algorithm, and also argue that it is necessary to
do both push and pull for making every node part of some
group.

Overview of the Algorithm
With the above intuition in place, we are now ready to pro-
vide an overview of our scheme. The scheme consists of four
phases: Push, Pull, Gossip and Sampling/Propagating.

1. Push: Initially all nodes are unmarked (no color as-
signed). Roughly n

log n
decide to be red nodes. Each

red node makes O(log n log log n) requests for other
nodes to join. Each non-red node accepts one of the
join requests randomly and marks itself blue. Also,
each successful join updates the value at the red node
to the max of the two values. At the end of this phase,
at most O( n

log n
) nodes remain unmarked and each red

node knows the MAX of its current group. The com-
plexity of this phase is O(log n log log n) rounds and
O(n log log n) messages. Clearly, at the end of this
phase, group size is at most O(log n log log n).

310



2. Pull: Each remaining unmarked node makes O(log n)
calls and joins the first group it successfully calls (i.e.,
the call is not rejected by the red node of the group).
In each round, a red node accepts at most O(log log n)
calls and drops the remaining calls, so that its group
size is at most O(log n log log n) (we will see in a mo-
ment why this is needed). At the end of this phase, all
nodes are marked with some color w.h.p., and thus,
part of some group. Also, each red node knows the
MAX of its current group. The complexity of this
phase is O(log n) rounds and O(n) messages.

3. Gossip: Once grouping is done, the red nodes start
the Gossip phase where they gossip among themselves.
Since calls are made uniformly and randomly, a red
node might end up calling a blue node. We can eas-
ily fix this by having the blue node return its parent
red node to the caller so that it can be called in the
subsequent round. Note that this does not make much
difference to the protocol except for increasing the call
failure probability. Also, since groups are not of the
same size and the probability of a red node receiving
a call is directly proportional to its group size, this is
no longer uniform gossip, as considered in [11]. Using
the fact that the group sizes are O(log n log log n), we
show that at the end of this Gossip phase (after each
red node has made O(log n) calls), the number of nodes
with the MAX is Ω(n/(log n log log n)). The complex-
ity of this phase is O(log n log log n) rounds and O(n)
messages.

4. Sampling/Propagation: Any node that wishes to
compute MAX requests log n other nodes to “sample”
O(log n log log n) nodes for the MAX. The maximum
of these O(log2 n log log n) samples is then reported as
the MAX. We show that this is just the right number
of samples for a node to get the MAX w.h.p. The
message complexity of this phase is poly(log n).

The preceding shows how any node interested in MAX
can do sampling to obtain the MAX. If the MAX needs
to be propagated to all the nodes, roughly Θ(log n)
nodes (this can be achieved by each node tossing a
coin with probability c log n/n) decide to be propaga-
tors and sample the max values. The result is then
propagated to all the nodes using a modified version
of the rumor spreading algorithm of [10]. This requires
O(log n) rounds and O(n log log n) messages.

Note that we have two phases (a Push phase followed by a
Pull phase) during the group construction. This is necessary
to keep the message complexity low; as observed in [10], push
or pull applied alone to contact the unmarked nodes can re-
sult in excessive message transmissions. Basically, push is
more efficient initially when a large number of unmarked
nodes need to be contacted, while pull works better towards
the end when fewer unmarked nodes remain. It is also im-
portant that the scheme for the group construction ensures
that none of the constructed groups are too large. Other-
wise, a single red node can receive a large number of simulta-
neous calls during the Gossip phase resulting in an increased
number of rounds.

Description of the Algorithm
We now describe each of the four phases in greater detail.
In each phase, communication between nodes takes place in
rounds. Although, strictly speaking, each node is allowed
to exchange information with only one partner in a given
round, for convenience, in certain phases, we allow nodes
to communicate with multiple nodes in a round. However,
while calculating the total number of rounds for a phase, we
count the multiple communications involving a single node
as separate rounds. For instance, in Phase 2, a node can ex-
change information with O(log log n) nodes (while dropping
any extra requests) in a single round. Thus, even though
Phase 2 has only O(log n) rounds, we compute the time
complexity of Phase 2 as O(log n log log n) rounds.

In our analysis, we use several well-known results to bound
the tail probability of a random variable (e.g., Chernoff
bounds, Azuma’s inequality). These are included in the Ap-
pendix for easy reference.

Phase 1 Push
1: Each node independently decides to remain active with

probability 1/ log n or else becomes inactive.
2: Let A be the set of all nodes that decide to remain active.
3: Each u ∈ A marks itself red.
4: for log n log log n

1−δ
rounds do

5: Each u ∈ A selects a node v independently and uni-
formly at random from the set of all nodes.

6: for all v that are unmarked do
7: v selects a node u at random from the red nodes

that contacted v.
8: u and v exchange values and each stores the value

max(val(u), val(v)).
9: v points to u and marks itself blue.

10: end for
11: end for
12: All marked (red and blue) nodes become inactive.

Lemma 1. The number of unmarked nodes at the end of
Phase 1 is Θ(n/ log n) w.h.p.

Proof. After step 1 of Phase 1, using standard Chernoff-
bound type arguments, we have n/ log n ± √

n red nodes
w.h.p. Each of these red nodes tries to contact log n log log n

1−δ

nodes independently and uniformly at random (one connec-
tion attempt per round). Hence, the total number of con-

nection attempts is n log log n
1−δ

(
1 ± log n√

n

)
w.h.p. Fix an un-

marked node u. We now determine the probability that u
receives none of these messages.

At each step, this can happen because of two reasons:
either the connection failed, or the connection succeeded,
but went to a different node. Let Xi be an indicator random
variable (r.v.) such that Xi is 1 if node i was not contacted
in Phase 1 by a red node and 0 otherwise. Then, the number
of unmarked nodes at the end of Phase 1 is given by X =∑n

i=1 Xi.
Let c denote the total number of connection requests. As

shown above, w.h.p., we have the following.

n log log n

1 − δ

(
1 − log n√

n

)
≤ c ≤ n log log n

1 − δ

(
1 +

log n√
n

)

Now, the probability that u is not contacted in any of the c
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Phase 2 Pull
1: Let B ⊂ V denote the set of all unmarked nodes.
2: for 2 log n

log(1/8δ)
rounds do

3: Each u ∈ B selects a node v independently and uni-
formly at random from the set of all nodes.

4: for all v that are unmarked do
5: Drop all requests.
6: end for
7: for all v that are marked blue do
8: Drop all but 4

δ(1−δ)
log log n requests from nodes in

B.
9: for all u ∈ B that contacted v, and are not dropped

do
10: v sends u a pointer to its red parent w.
11: u contacts w.
12: end for
13: end for
14: for all v that are marked red do
15: Drop all but 4

δ(1−δ)
log log n requests from nodes

in B (including the requests forwarded by the blue
nodes in the group).

16: for all u ∈ B that contacted v, and are not dropped
do

17: u points to v and marks itself blue.
18: u and v exchange values.
19: end for
20: end for
21: end for

connection requests is given by the following.

Pr[Xi = 1] = (δ + (1 − δ)(1 − 1/n))c

≤
(

1 − 1 − δ

n

) n
1−δ

log log n
(
1− log n√

n

)

≤ e
− log log n

(
1− log n√

n

)

= (log n)
−

(
1− log n√

n

)

≤ 2/ log n

Similarly, we obtain that

Pr[Xi = 1] ≥
(

1 − 1 − δ

n

) n
1−δ

log log n
(
1+ log n√

n

)

Since et(1 − t2/n) ≤ (1 + t/n)n, we have

Pr[Xi = 1] ≥ e
− log log n

(
1+ log n√

n

) (
1 − 2(1 − δ) log log n

n

)

= log n
−

(
1+ log n√

n

) (
1 − 2(1 − δ) log log n

n

)

≥ 1

4 log n

Hence, it follows that E[X] ∈ Θ(n/ log n) and applying
Azuma’s inequality, we have

Pr[|X − E[X]| > εE[X]] ≤ 2e
− ε2n2

2n log2 n

Finally, using Lemma 4 (in Appendix) and setting ε = log3/2 n√
n

,

it follows that Pr[X > (1 + ε)2n/ log n] ≤ 1/nΩ(1) and

Phase 3 Gossip

1: Let A be the set of all red nodes.
2: for

(
3 log n
(1−δ)2

+ log 17
16

n
)

rounds do

3: Each node in A selects a node independently and uni-
formly at random from the set of all nodes.

4: for all blue nodes (v) that are contacted do
5: Drop all but 2

δ(1−δ)
log log n requests from nodes.

6: for all red nodes (u) whose requests have not been
dropped do

7: v passes on its parent w’s address to u.
8: u then contacts v’s red parent w.
9: end for

10: end for
11: for all red nodes (v) that are contacted do
12: Drop all but 2

δ(1−δ)
log log n requests from nodes.

13: for all red nodes (u) whose requests have not been
dropped do

14: u and v compare values. The node with the
smaller value replaces its value with the higher
one.

15: end for
16: end for
17: end for

Pr[X < (1 − ε)n/4 log n] ≤ 1/nΩ(1). Because 0 < ε < 1
2
,

it follows that n
8 log n

< X < 4n
log n

w.h.p.

Corollary 1. The number of blue nodes at the end of
Phase 1 is Θ(n − n/ log n) w.h.p.

Proof. Follows directly from Lemma 1 by noting that
the number of red nodes is Θ(n/ log n) w.h.p.

Lemma 2. Every node that was unmarked at the end of
Phase 1 attaches itself to a red node by the end of Phase 2
w.h.p.

Proof. Consider the event that an unmarked node fails
to attach to a red node at the end of its 2 log n/ log(1/8δ)
calls. An unmarked node’s call fails to attach it to a red
node iff one of the following five bad events happen.

1. The call fails. This event occurs with probability δ.

2. The call succeeds but lands in another unmarked node.
By Lemma 1, the number of unmarked nodes is at most
4n/ log n. Therefore, the probability of this event is at
most 4(1 − δ)/ log n.

3. The call succeeds and lands in a blue node v. However,
the subsequent call to attach to v’s red parent fails.
By Corollary 1, the number of blue nodes is at most
n−n/8 log n. Hence, the probability of this bad event

is at most δ (1 − δ)
(
1 − 1

8 log n

)
.

4. The call lands in a red node that has already received
4

δ(1−δ)
log log n connections, and is dropped as a result.

The probability of this event is at most the probabil-
ity that a red node receives more than 4

δ(1−δ)
log log n

connections. The latter can be bounded from above as
follows. Consider any red node r, and let g denote its
group size. Then, for every round of the pull phase,
because at most 4n

log n
unmarked nodes participate, the
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probability that r receives more than 4
δ(1−δ)

log log n is

equivalent to the probability of getting 4
δ(1−δ)

log log n

successes in 4n
log n

binomial trials, each with success

probability at most g(1−δ)2

n
. The expected number of

successes is at most 4g(1−δ)2

log n
< 4(1−δ) log log n. From

Markov’s inequality, the probability that the number
of connections Y is greater than 4

δ(1−δ)
log log n equals

Pr[Y > 4
δ(1−δ)

log log n] ≤ δ(1 − δ)2 ≤ δ.

5. The call lands in a blue node that has already received
4

δ(1−δ)
log log n connections, and is dropped as a result.

This is similar to the previous case (for red nodes)
but with success probability at most 1−δ

n
. Thus, the

probability of this bad event is at most δ(1 − δ)2 ≤ δ.

Putting all this together and observing that we have δ as
some constant greater than 1/ log n and less than 1/8, we
obtain the following:

Pr[Node fails to attach]

≤
(
δ + 4(1−δ)

log n
+ δ (1 − δ)

(
1 − 1

8 log n

)
+ 2δ

) 2 log n
log(1/8δ)

≤ (δ + 4δ(1 − δ) + δ(1 − δ) + 2δ)2 log n/ log(1/8δ)

≤ (8δ)2 log n/ log(1/8δ)

=
1

n2

Applying a union bound over all the unmarked nodes, it
follows that the probability of a node remaining unmarked
is at most 1

n log n
. In other words, every node that was un-

marked at the end of Phase 1 attaches itself to a red node
by the end of Phase 2 w.h.p.

Remark. At the end of Phase 2, all the group sizes are
O(log n log log n). This follows because the first phase runs
for O(log n log log n) rounds, and in each round, a red node
contacts at most one node. Further, the second phase runs
for O(log n) rounds, and in each round, a red node contacts
at most O(log log n) nodes.

Lemma 3. At the end of Phase 3, at least Ω
(

(1−δ)n
log n log log n

)
nodes have the max value w.h.p.

Proof. A call is now equivalent to at most two successive
calls (if the call lands in a blue node, then we have to make
another call to connect to its red parent). Define the new

call failure probability as δ
′

= 1 − (1 − δ)2. Let φt be the
number of red nodes with the max value at the end of round
t of Phase 3. Let φ0 denote the number of red nodes with
the MAX before the start of Phase 3.

We first prove that φτ > (1−√
2/3) log n after τ = 3 log n

1−δ
′

rounds. If φ0 > log n, we are done. Consider the case when
φ0 < log n. Since φ0 < log n, if a call does not fail, then it
will contact a new node w.h.p. Therefore we are only inter-
ested in finding the number of rounds before log n successful
calls are made. Define Xi = 1 as the probability that call

i from the max node succeeds. Let X =
∑(3 log n)/1−δ

′

i=1 Xi

be the total number of successful calls in 3 log n

1−δ
′ rounds. The

probability that a call succeeds is Pr[Xi = 1] = 1 − δ
′
.

Hence, E[X] = 3 log n.

Applying Azuma’s inequality and setting ε =
√

2/3:

Pr[|X − E[X]| > εE[X]] < 2exp

(
− ε2E[X]2

2 log n

)

= 2exp

(
−9ε2 log n

6

)
= 2exp (− log n)

= 2/n

Thus, w.h.p., at the end of τ = 3 log n
1−δ′ rounds, we have φτ >(

1 − √
2/3

)
log n. Once this happens, as we show below, we

enter an exponential growth phase and in the next O(log n)
rounds, about O( n

log n log log n
) red nodes will have the MAX.

Let us re-number the rounds to simplify the expressions.
Let us number the first round with at least (1−√

2/3) log n
red nodes having the MAX as round 0 (note that such a
round exists based on previous arguments). Now let us com-
pute the value of φt+1 given that in the current round φt

red nodes have the MAX. We have φ0 >
(
1 − √

2/3
)

log n.

Since we have φt red nodes with MAX, there will be at least
φt messages containing MAX in the current round (ignor-
ing pull transmissions). In the rest of this proof, we only
consider these messages containing MAX.

Let Xi be the indicator r.v. that denotes whether mes-
sage i (containing MAX) is successful or not: a message is
successful if the call succeeds and the MAX reaches a node
that has not already been informed about the MAX. Then,
X =

∑φt
i=1 Xi is the number of successful messages. We also

have 1 − δ′ = (1 − δ)2.
A message can fail iff one of the following happens.

1. Either the first or the second call fails. This event
occurs with probability δ′.

2. Recall that some connections are dropped if a node
receives more than 2

δ(1−δ)
log log n connections. The

probability of this event at the first node (a blue node)
is at most δ(1−δ) (the proof is very similar to the proof
in Lemma 2 for the case where a blue node receives
more than Ω(log log n) calls), while the probability of
this event at the second contacted node (red node that
is the parent of the blue node in the first call) is at most
δ(1 − δ′) < δ(1 − δ). Thus, the total probability is at
most 2δ(1 − δ).

3. Both calls succeed, but the group contacted already
contains the MAX. The probability of this event occur-

ring is at most (1−δ′)φt log n log log n
n

, because the maxi-

mum group size of a red node is log n log log n
1−δ

(by con-

struction) and there are at most φt red nodes with
MAX.

4. Both calls succeed, but the group contacted is simul-
taneously contacted by another node with the MAX.
In this case, we conservatively assume that this mes-
sage is wasted; in other words, if two messages reach
the same node, then both messages are considered un-
successful. This event occurs with probability at most
(1−δ′)φt log n log log n

n
.

Thus, the probability that a message is wasted can be upper-
bounded as follows.
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Pr[Xi = 0] ≤ δ′ + 2δ(1 − δ) + 2(1−δ′)φt log n log log n
n

Since we have φt < n
16 log n log log n

,

Pr[Xi = 0] ≤ 1 − (1 − δ)2 + 2δ(1 − δ) + (1−δ)2

8

= 1 − 7
8
(1 − δ)2 + 2δ(1 − δ)

≤ 1
8

+ 15δ
4

Pr[Xi = 1] ≥ 1 − ( 1
8

+ 15δ
4

)

= 7
8
− 15δ

4

E[X] ≥ (
7
8
− 15δ

4

)
φt

Since δ < 1/8, the above expression implies that, in expec-
tation, the number of nodes with MAX grows exponentially
from one round to the next. To make this claim w.h.p.,
we apply Azuma’s inequality to show a sharp concentration
result for the expected number of successful messages.

Pr[|X − E[X]| > εE[X]] < 2exp

(
− ε2(E[X])2

2φt

)

Since E[X] ≥ (
7
8
− 15δ

4

)
φt, we have

Pr[|X − E[X]| > εE[X]] < 2exp
(
− ε2

2

(
7
8
− 15δ

4

)2
φt

)
Since φt >

(
1 − √

2/3
)

log n and
(

7
8
− 15δ

4

)2
> 0, setting

ε = 1/2, we obtain

Pr
[
X < 1

2

(
7
8
− 15δ

4

)
φt

]
<

2

nO(1)

Hence, w.h.p., the number of red nodes with MAX in round
t + 1 is

φt+1 > φt + 1
2

(
7
8
− 15δ

4

)
φt

=
23 − 30δ

16
φt

> 17
16

φt

The last step above follows since δ < 1/8. Thus, w.h.p.,

after
(

3 log n
1−δ′ + log 17

16
n
)

rounds, at least Ω
(

(1−δ)n
log n log log n

)
red

nodes will have the MAX.

Theorem 1. Any node can compute the value of MAX
using O (n log log n) messages and O (log n log log n) rounds
of communication.

Proof. From Lemma 3, it follows that at least cn
log n log log n

red nodes (for some c > 0) have the MAX. Once Phases 1, 2
and 3 are complete, any node that is interested in MAX re-
quests log n other nodes to “sample” the MAX. Each of these
log n nodes then successfully samples 2

c
log n log log n nodes,

and returns the maximum observed value to the querying
node. The probability that none of the nodes with the MAX

is sampled is at most (1 − c
log n log log n

)
2
c

log2 n log log n < 1
n2 .

Thus, the maximum of all the values obtained from the del-
egated nodes is the actual maximum w.h.p.

To bound the total number of communication rounds, ob-
serve that the number of communication rounds in each
phase is O(log n log log n). This can be easily seen from the
description of each phase.

To bound the total number of messages, we note that
the number of messages in Phase 1 is O (n log log n). By

Lemma 1, the number of unmarked nodes that take part in
Phase 2 is Θ(n/ log n), and hence the message complexity of
Phase 2 is O(n). The message complexity of Phase 3 is O (n)
because the number of red nodes is Θ(n/ log n), and each
red node makes O (log n) calls. The message complexity of
sampling is simply the number of samples that need to be
drawn and is therefore O

(
log2 n log log n

)
. Thus, the overall

message complexity is O (n log log n).

Corollary 1. All nodes can compute the value of MAX
using O (n log log n) messages and O (log n log log n) rounds
of communication.

Proof. If all nodes want MAX, then we first perform
Phases 1, 2 and 3 as before. At the end of Phase 3, each
node decides to be a propagator of MAX with probability
2 log n/n. It can be shown that there will be Θ(log n) propa-
gators w.h.p. Next, each propagator gets MAX by sampling
log n other nodes as described in the first paragraph of the
proof of Theorem 1. After this, applying the result from [10],
the propagator nodes can disseminate MAX to Ω((1 − δ)n)
nodes using O(n log log n) messages and O(log n) rounds.

After this, we can form groups as in Phases 1, 2, but
with red nodes chosen from the nodes that already have
MAX. As every node belongs to some group, every node also
has MAX. Essentially, Phase 1 is performed with a minor
modification. Only nodes who have MAX perform step 1
of Phase 1. Since δ is a constant and at least Ω((1 − δ)n)
nodes have MAX, we still have Θ(n/ log n) red nodes at
the end of this step. The rest of the Phase 1 proceeds as
before. Phase 2 is unchanged. Since at the end of these
two phases, each node has successfully communicated with
a red node, all nodes have MAX. Phases 1 and 2 together
take O(log n log log n) rounds and O(n log log n) messages as
seen above.

4.3 Computation of SUM, AVERAGE, RANK
We now extend our MAX computation scheme to estimate

the sum and average of node values. The key idea behind our
algorithm is the following. First, groups of nodes are formed
using Phases 1, 2 of the MAX computation algorithm. As
before, the group heads will be referred to as the red nodes
and the other nodes will be referred to as the blue nodes.
During group formation, every red node maintains the size
of its group, and the sum of the values within its group.
Next, the group heads use the MAX computation algorithm
to compute the maximum group size (for reasons that will
become clear soon). Finally, the red nodes use the gossip-
based Push-Sum algorithm in [11] to compute the average
of node values. As we will show later, owing to the distinct
group sizes, one can only ensure that the true-average resides
in the red node with the largest group size. As the nodes
already compute the largest group size, the red node with
the largest group knows its identity and hence also knows
that the value it has at the end of the protocol is the true-
average (with a small relative error).

Algorithm 4 is a modified version of the Push-Sum pro-
tocol in [11]. Let A = {r1 . . . rm} be the set of red nodes
after Phases 1, 2 of MAX computation. In our version, the
Push-Sum protocol computes the average of the set of val-
ues xr1 , . . . , xrm for only the red nodes. Note that every
other node will be child of one of the red nodes, and in the
modified protocol, any call to these nodes will be forwarded
to its parent in A.
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Algorithm 4 Modified-Push-Sum(xr1 . . . xrm)

1: su,t is node u’s value in round t. su,0 = xu for each
u ∈ A.

2: wu,t is node u’s weight in round t. wu,0 = 1 for each
u ∈ A.

3: for O(log m + log(1/ε)) rounds do
4: Each node u ∈ A independently and uniformly at ran-

dom calls a node v ∈ {1 . . . n}. If v is a blue node, u
is directed to the group head of v in the subsequent
round. Note that the group head is a red node from
A.

5: Let Yv,t be the set of nodes that called v in round t.
6: sv,t = sv,t−1/2 +

∑
u∈Yv,t

su,t−1/2.

7: wv,t = wv,t−1/2 +
∑

u∈Yv,t
wu,t−1/2.

8: The current estimate of the average at node v is
sv,t/wv,t.

9: end for

Algorithm 5 Compute-Average

1: Form groups as in Phases 1, 2 of MAX computation.
Let A = {r1, . . . , rm} be the set of red nodes, and for
each red node u ∈ A, let gu denote its group size (that
is, the size of red node u and all the blue nodes attached
to it).

2: Use the MAX finding scheme presented earlier to find
the maximum size group for all the red nodes. Since all
red nodes can find MAX, red node r can determine that
it has the maximum sized group (break ties using node
ids in the messages used for MAX computation).

3: Let yu =
∑

v∈group(u) val(v).

4: All the red nodes compute gavg using Modified-Push-
Sum(gr1 , . . . , grm).

5: All the red nodes compute yavg using Modified-Push-
Sum(yr1 , . . . , yrm).

6: Node r computes the average μ̂ = yavg/gavg, and com-
municates it to all nodes using the rumor-spreading
scheme in [10].

Let α denote the true average of the xri ’s. Further, let
r be the red node with the maximum group size and xavg

denote the average computed at node r.

Theorem 2. At the end of Algorithm 4, |xavg −α|/α ≤ ε
for any ε > 0. Furthermore, the total number of messages is
O(m(log m+log 1

ε
)) and the number of rounds is O(log m+

log 1
ε
).

The proof of Theorem 2 is along similar lines as the proof
in [11]. We will need some definitions as in [11] followed
by a couple of key lemmas. Let �vu,t be a vector for node
u in round t, of which the zth component vu,z,t denotes the
fraction of node z’s value that is currently part of u’s sum
su,t in round t. Thus, the sum at node u in round t, su,t =∑

z vu,z,txz. As shown in [11], the invariant
∑

u vu,z,t = 1 ∀z
holds for Algorithm 4 as well. Similar to [11], define the
following potential function for round t.

Φt =
∑
u,z

(vu,z,t − wu,t

m
)2

Above, m = Θ(n/ log(n)) is the number of red nodes, and
wu,t =

∑
z vu,z,t. We now state the following lemma which

is a variant of a similar result proved in [11].

Lemma 4.1. The following holds:

E[Φt+1|Φt = φ] = 1
2
(1 − ∑

u∈A p2
u)φ , (1)

where pu = (1 − δ)2gu/
∑

v∈A gv.

Proof. This proof is very similar to the proof in [11].
The only difference is that pu, the probability with which
a node u is called in a round, is no longer uniform, but is
skewed based on the group size gu.

We also need the following lemma which is somewhat dif-
ferent from [11].

Lemma 4.2. There exists a τ ∈ O(log m) such that after

τ
′

> τ rounds of execution of Modified-Push-Sum, wr,τ
′ ≥

2−τ w.h.p.

Proof. In [11], the above result is proved for all nodes
and not just the node r with the maximum group size. The
proof in [11] relies on the fact that when every node is con-
tacted with uniform probability, each node receives a frac-
tion of every other node’s value after τ rounds. In our case,
since the distribution is skewed, we cannot guarantee the
lower bound on weight for each and every node. However,
it is easy to see that the red node with the largest group
size has a higher probability of being contacted. Thus, we
can show that it receives a fraction of every other node’s
value after τ rounds, and thus its weight satisfies the lower
bound.

Proof of Theorem 2. The proof is along the lines of [11],
and employs the results of Lemmas 4.1 and 4.2. Due to
Lemma 4.1, we get Φt ≤ m2−t (intuitively, Φt decreases
by a constant factor in each round and is m when t = 0).
By choosing t = log m + 2 log 1

ε
+ 2τ (τ as in lemma 4.2),

we can show that Φt ≤ ε22−2τ for any ε > 0. This im-
plies that |vr,z,t − wr,t

m
| ≤ ε2−τ for all z, or in other words

| vr,z,t

wr,t
− 1

m
| ≤ ε2−τ

wr,t
. Lemma 4.2 gives us the required lower

bound of wr,t ≥ 2−τ to have | vr,z,t

wr,t
− 1

m
| ≤ ε. Note that

vr,z,t

wr,t

represents the contribution of z’s value at r and w.h.p. this
is approximately 1

m
for all nodes. This implies that after

t ∈ O(log m + log 1
ε
) rounds, the average xavg computed at

r has relative error at most ε.

Algorithm 5 uses our Modified-Push-Sum procedure to
compute yavg and gavg, the average group value and average
group size, respectively. Let μ̂ =

yavg

gavg
be the estimate of

average as computed by the red node r with the largest
group, and let μ be the actual average of all the values val(u)
across nodes that did not fail at the beginning.

Our main result of this subsection is the following.

Theorem 3. At the end of Algorithm 5, |μ̂ − μ|/μ ≤ 3ε
for any ε > 0. Furthermore, the total number of mes-
sages is O(n(log log n + log 1

ε
)) and the number of rounds

is O(log n log log n + log 1
ε
).

Proof. It is easy to see that yavg and gavg are computed
with relative error at most ε at node r (follows from Theorem
2). This implies that the relative error in the computation
of μ̂ = yavg/gavg is at most 3ε. The message complexity
of Modified-Push-Sum among m = Θ(n/ log n) red nodes is
simply O(m(log m + log 1

ε
)) = O(n + n log 1

ε
) and the time

complexity is O(log m + log 1
ε
) = O(log n + log 1

ε
). Thus the
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message and time complexity are dominated by the forma-
tion of groups, and are O(n log log n) and O(log n log log n),
respectively.

Corollary 2. All nodes can find the true average of node
values using O (log n log log n) rounds of communication and
O (n log log n) total messages.

Given the average, the sum can be computed by just
multiplying the average group value yavg by the number of
groups (which can be estimated using Modified-Push-Sum
with only xr = 1 and the remaining xis equal to 0). Using
this algorithm for computing the sum, computing the rank
of a given value is also straightforward. The value x whose
rank needs to be computed can be disseminated to all the
nodes, and every node now keeps a new value which is 1 if its
original value is less than x and 0 otherwise. Computing the
sum of these new values gives the rank of x. Since dissemina-
tion and sum computation can be done in O(log n log log n)
rounds and O(n log log n) messages, we have the following
corollary.

Corollary 3. The rank of any value (the value is ranked
among the values for nodes that did not fail) can be com-
puted using O(log n log log n) rounds of communication and
O(n log log n) total messages.

5. CONCLUSION
In this paper, we presented a novel gossip-based scheme

for computing common aggregates like MIN, MAX, SUM,
AVERAGE and RANK of node values using O(n log log n)
messages and in O(log n log log n) rounds of communication.
To the best of our knowledge, this is the first result to show
that these aggregates can be computed with high probability
using only O(n log log n) messages. Thus, compared to the
previously best known results for distributed aggregate com-
putation by Kempe et al., our scheme significantly reduces
the communication overhead (a factor of O(log n/ log log n))
while causing only a modest increase (a factor of O(log log n))
in the number of rounds.

We conjecture that our results achieve the lower bound
for message complexity in the gossip model since previous
work by Karp et al. showed that even simpler problems
like rumor dissemination require at least Ω(n log log n) mes-
sages regardless of the number of rounds. Formally deriving
the lower bounds for message and time complexity for aggre-
gate computation using gossip-style communication remains
a topic for future work.
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APPENDIX

A. TECHNICAL DESIDERATA
We present some of the existing results in probability that

we use extensively in our proofs. We use the following in-
equality to apply the method of bounded differences.

Theorem 4 (Azuma’s Inequality [14]). Let Y0, Y1, . . .
be a martingale sequence such that for each k,

|Yk − Yk−1| ≤ ck

where ck may depend on k. Then for all t ≥ 0 and any
λ > 0,

Pr[|Yt − Y0| ≥ λ] ≤ 2exp

(
− λ2

2
∑t

k=1 c2
k

)

Since the method of bounded differences is applied frequently,
we briefly revisit it here. The following content is from [14].
Let X1, . . . , Xn be any sequence of random variables. Let
f(X1, . . . , Xn) be some function defined over these random
variables. The function f is said to satisfy the Lipschitz
condition if an arbitrary change in the value of any one ar-
gument of the function does not change the value of the
function by more than 1. The sequence of random variables
Y0 = E[f(X1, . . . , Xn)], Yi = E[f(X1, . . . , Xn)|X1, . . . , Xi]
and Yn = f(X1, . . . , Xn) forms a martingale sequence. If f
is Lipschitz, then for 1 ≤ i ≤ n, |Yi − Yi+1| ≤ 1. This con-
dition is clearly satisfied for the sum of indicator random
variables. We can then use Azuma’s inequality to bound
the probability that a sum of indicator random variables
deviates from the expected value of that sum.

Theorem 5 (Chernoff bounds [14]). Let X be a sum
of independent and identically distributed 0/1 random vari-
ables. Let μ denote the expected value of X. Then we have:

1. Pr[X ≤ (1 − ε)μ] ≤ exp
(
−με2

2

)
for all 0 < ε < 1.

2. Pr[X ≥ (1 + ε)μ] ≤ exp
(
−με2

3

)
for all 0 < ε < 1.

3. Pr[X ≥ (1 + ε)μ] ≤ exp
(
− με2

2+ε

)
for all ε > 1.

From the statement above, we can infer that Pr[X ≥ (1 +
ε)μ] ≤ exp

(−με
2

)
for all ε ≥ 2.

We also use the following simple fact frequently in the
proofs.

Lemma 4. If μ1 ≤ μ ≤ μ2, then:

1. Pr[X > (1 + ε)μ2] ≤ Pr[X > (1 + ε)μ] ≤ Pr[X >
(1 + ε)μ1].

2. Pr[X < (1 − ε)μ1] ≤ Pr[X < (1 − ε)μ] ≤ Pr[X <
(1 − ε)μ2].

Proof. For any two events A and B if A ⇒ B, we have
Pr[A] ≤ Pr[B]:

Pr[A and B] = Pr[B|A] Pr[A] = Pr[A|B] Pr[B]

Pr[A] = Pr[A|B] Pr[B]

Pr[A] ≤ Pr[B]

The lemma follows since (X > (1 + ε)μ2) ⇒ (X > (1 + ε)μ)
and (X > (1 + ε)μ) ⇒ (X > (1 + ε)μ1). Similarly, we have
(X < (1 − ε)μ1) ⇒ (X < (1 − ε)μ) and (X < (1 − ε)μ) ⇒
(X < (1 − ε)μ2).
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