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Study of Delay Jitter With and
Without Peak Rate Enforcement

Randall Landry,Member, IEEE and loannis Stavrakaki§enior Member, IEEE

Abstract—In this paper, the modification of a tagged traffic of the cell delay, delay jitter, and interdeparture processes.
stream due to statistical multiplexing is studied by presenting A comparative study of the two multiplexing disciplines is
a numerical approach for the calculation of the tagged delay ., jeq oyt based on these quantities, and useful insight is

jitter and interdeparture processes. Both the single- and multiple- . . . . . .
node cases are considered. Unlike the past work, the deve|0pedobta|ned regarding the resulting distortion of the tagged traffic

approach is applicable under both the standard FCFS policy Stream. Finally, the node-by-node approximate description of
and a peak-rate enforcing multiplexing policy. The latter policy the transformation of a tagged stream under the considered
can be adopted to reshape the tagged traffic stream within the multiplexing disciplines is used for an approximate study of

network. Restoring a shaped traffic profile within the network . .
may be necessary to obtain some of the benefits for which the the end-to-end QoS delivered to the tagged traffic stream.

original shaping is carried out at the network edge. This study ~ Past work regarding the characterization of a tagged traffic
also provides results and insight regarding the potential gains of stream due to a single FCFS multiplexing operation may

reregulation within the network. be found in [2], [3]. In [2], a method is developed for
calculating the cell interdeparture time distribution of a general
|. INTRODUCTION renewal stream under an FCFS policy. Statistics for the

HE asynchronous transfer mode (ATM) is presently Cor|1r_1terdeparture_z process of an initially pe!’IOdIC cell stream in
. S o a, FCFS multiplexer are also computed in [3] by assuming a
sidered to be one of the most promising switching a

multiplexing schemes for B-ISDN's. Although it is possible t irst-order Markovian structure for the cell delay process.

achieve high levels of network efficiency (utilization) throug The pr_oblem of measuring end-to-end performa_nce in an
\TM environment is difficult and largely open. Typically, a

the statistical multiplexing of bursty sources, it is not always i licati ; is being t d and ob d
easy to guarantee quality of service (QoS). Since at a gi ecific application (session) is being tagged and observed as

time instant the cumulative peak rate of the supported ATfyraverses the network. Deterministic bounds on delay have
users may exceed the network capacity, serious congestiig derived in [4}-[7], where the traffic from each session
may occur, resulting in QoS degradation. Source traffic shd _assumed to conform to predefined burstiness constraints.
ing and/or regulation has been proposed as a means of reducif§Se€ @Pproaches are based on worst case performance and the
traffic burstiness, thereby controlling network congestion. boundg are extremely loose, resulting in the gnc?erutlllzatmn
It is well understood that statistical multiplexing may in©f available resources when used for call admission purposes
duce substantial distortion in an ATM cell stream [1]. Thud8]- Provable statistical bounds have been derived in [9], [10],
characterization of a tagged traffic stream within the netwoMhich also appear to be too loose to be of practical use in call
seems to be necessary in order to accurately evaluate poter@§Hission. An alternative approach is to provide approximate
congestion, as well as determine the QoS delivered to th@tistical QoS guarantees [11]-[13] by modeling the traffic at
tagged stream through a per-session end-to-end study.th@ network edge (or within the network itself) and analyzing
addition, a corrective action (that is, traffic shaping) may B&e resulting queueing systems. While this approach has the
necessary within the network for the purpose of reducir@gflvantage of simplicity, it generally suffers from the traffic
distortion, which is a potential cause of network congestion@ssumptions which must be made at the network premises.
In this work, the distortion of a (regulated) source traffi®ast work on approximate end-to-end network performance
stream due to a series of multiplexing operations is studi€yaluation based on nodal decomposition and FCFS multi-
under the standard FCFS, as well as a “corrective” peak-rgexing may be found in [14]-[17]. Although the end-to-end
enforcing, multiplexing discipline. The tagged traffic strearftudy presented in this paper is based on “standard” nodal
is characterized at the output of a multiplexing node in terntlecomposition assumptions as in [14], [17], the single-node
" ) ed N ber 0. 1004: revised Feb 27 1996 analysis approach is different, allowing for the consideration
Janl?;rl;/sggf)tlg%c??I\;T)pm\(l)t\a/gngyelrEE’E/ACI\A’k;;/fceﬂONseorrtljzrgTwoi?KlNG aafj policies which cannot be studied by employing the past
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tagged cell stream which is consistent with the GCRA defined interval, up toH;, Class-2 cells can be served before the
in [18]. Furthermore, when the peak-rate enforcer is disabled kth Class-1 cell which arrived at an earlier time.

(by properly setting a key parameter), the proposed policy3) When the holding time expires, thih Class-1 cell
becomes the standard FCFS policy considered in [19], [3]. is served; thusf, = f; + Hy, thereby ensuring that

In Section IV, the approximate end-to-end study is described Xx_1 = Xy

along with a discussion of important assumptions. NumericalNote that according to rule 2), the server abandons the FCFS
results are presented in Section IV before concluding in tlgscipline whenever a Class-1 cell is held;( > 1), and thus it

final section. provides improved service to Class-2 compared to that under
the FCFS policy. The PORE service policy reduces to the
II. ANALYSIS OF A SINGLE MULTIPLEXING STAGE FCFS policy whenX ,;;;, = 1, in which caseH; = 0Vk > 1.

h Let the Class-1 cell interarrival process be denoted by

There are two main objectives in this work. First, t . ; : .
é\k}kzl, where A, represents the interarrival time (in slots)

distortion in a tagged traffic stream at a single node due to { Cl 1 cells and It d thatt
standard FCFS as well as a distortion-reducing service poli tween gsséJrce h an ZIierl. tis ashsume tf k&
will be studied. This study will reveal the amount of distortiory*>min: >) C , wnere enotes the set of positive

introduced by the policies considered, as well as provide fifregers. Class-2 traffic is considered to be the background

a description of the tagged traffic stream at the output of tH&fTic Whose presence stands to corryif }.>1 through the

multiplexing stage. The latter corresponds to the tagged streSHFU€INY Process.

arriving at the next multiplexing stage, and thus, the next stage o .

can be studied in a similar manner considering the tagg%d Jitter (Cell Delay Variation) and the PORE Policy

traffic stream as shaped by the previous multiplexing stage. ByAn important measure of distortion of a real-time applica-

reiterating the above over a series of multiplexing stages, #n’s cell stream is delay jitter, or cell delay variation. When a

approximate end-to-end study of a tagged traffic stream candassion experiences a large amount of delay jitter, or distortion

carried out, revealing the end-to-end impact of the FCFS atulits traffic profile, extensive buffering may be required at the

the distortion-reducing multiplexing disciplines on a taggegkceiver in order for the original data stream to be recreated

stream, which is the second major objective of this work. before being played back. Clearly, this implies that network-
induced delay jitter can be removed at the receiver at the

A. The Distortion-Reducing Peak Output-Rate expense of larger buffers and potentially increased delays. In

Enforcing (PORE) Service Discipline view of this, it seems reasonable to expect that the end user

The PORE service discipline is associated with a tagng‘ﬁeri”g requirements can potentially be significantly reduced

traffic stream (Class-1), and treats the rest of the traffic in Q¥ controlling delay jitter within the network. The implication
indistinguishable manner (Class-2 or background traffic). A€re is that somehof the buifers can be glsplaced from the
it becomes clear below, the PORE service strategy for Clas§€f€iVing end to the network premises where resources are
guarantees that cells belonging to this class are transmitted §f8r€d by more than one user. Finally, besides creating the
minimum spacing of{ ., Slots. The server operates accordingeed for increased buffering at the receiver, an initially well-
to the FCFS discipline, except for those times when the FC ghaved.cell strea_m.can '”d‘ﬂce queueing problems and QoS
server would place consecutive Class-1 cells on the output Iiﬂﬁgraqaltl'on for existing s.e;.smrr:s as It bicomes distorted and
at a distance of less thaki,;,. In this paper, it is assumedPotentially more bursty within the network.

that under the FCFS policy, Class-1 cells are served before thé* Number of definitions for delay jitter have appeared in
Class-2 cells which arrive over the same slot. the literature, including those which compute the probability

Let #; denote the service epoch of thigh Class-1 cell distribution of cell delays and measure the difference between
defined as the beginning of the slot over which this cell agwer and upper quantiles [3], [20]. In this paper, a cell-level

transmitted. LetX, = .., — #, denote the interdeparturedeﬁnition for delay jitter, like the one considered in [3], will be
time of Class-1 cells: ++1 and k. Similarly, %, will mark adopted to describe the amount of distortion introduced into

the potential service epoch of théth Class-1 cell, which is the Class-1 cell stream.

defined to be the beginning of the slot at which all other cells P€finition 1: Let D, denote the total queueing delay (in
that arrived prior to thekth Class-1 cell have been SerVed_slots) of thekth Class-1 cell, including the transmission slot.

Note that under the FCFS discipling, = ., V& > 1. The delay jitter of thekth cell is defined as

The PQRE service discipline can be described in terms of Ji = Diy1 — Di, for k > 1. 1)
the following rules.
1) Wheneverf;, — t,_1 < X, the server delays the u

initiation of service to thekth Class-1 cell by exactly
Hy = Xuin — (£, — ti—1) slots, which will be referred
to as theholding timeof the kth cell for the remainder
of the paper. Je=Xp— Ay,  fork>1 )

2) During this holding time of lengttHy, the server will
provide FCFS service to Class-2 cells that may beote that.J, measures the degree to which the interarrival
present in the buffer. This implies that during the holdingme A; of Class-1 cellst andk + 1 has been distorted, and

In terms of the quantities defined in the previous subsection,
an equivalent definition of delay jitter is given by
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it can take both positive and negative valuBggativedelay CLASS-1
jitter applies to those instances when Class-1 debadk + 1 \7 PORE Server
are transmitted at a spacing of less thép (cell clustering), - ‘ ‘ ‘ _>Qi>

while positivedelay jitter applies to those times when cells CLASS-2 .
andk + 1 are transmitted at a spacing of greater tgn(cell /
spreading). Note that when the procdss$;, };>1 has a finite _ _ _
region of support (i-e-Ak c [Amim Amax]), thé PORE poIicy Fig. 1. The discrete-time queueing system.

completely eliminates a portion of the negative delay jitter by
guaranteeing thaf;, > Xumin — Amax- If ¢3 is not “too early” relative to the TAT, or iftf >

Since providing a minimum spacing of,,;, eliminates TAT —7 for some smallr > 0, then the cell is said to be
some of the negative delay jitter, it would be reasonable €@nforming The corresponding cell stream is said to conform
investigate whether the PORE policy induces probabilisticallp GCRAwin, 7), wherer is the value of CDVT. In this
larger positive delay jitter than the FCFS policy. This i®aper, it will be assumed thattakes only integer values.
addressed in the following theorem. A cell stream conforming to GCRA,i,, 7) may be con-

Theorem 1: Consider any Class-1 arrival stream with minsidered to have a contracted peak rate 1¢fi,;, and a
imum cell interarrival timed,y,;,,. Let JECFS (JPORE) denote “tolerated” peak rate ofl /Xy, where
the delay jitter of thekth Class-1 cell under the FCFS (PORE) Xonin = Amin — T

service policy. If X ;i < Apin, then for allk > 2,
Clearly, the PORE service policy described above can be

Pr{JioRE > d <Pr{Jf" >4} Vj>0 used to ensure that the Class-1 cell stream conforms to
_ . GCRA(ALin, 7) at the output of any multiplexer or switching
with equality whenX,,;, = 1. site within the network.

Proof: Recall that if thekth Class-1 cell is held, it is  The appropriate value of, which is to be chosen by
guaranteed to be served at timesuch thatX; = Xp,i,. This the user from a set of values supported by the network, is
implies that a held cell will never be placed on the output linfhe topic of ongoing research [18], but it is expected that
at a distance less thal,,;, from the previous Class-1 cell. under certain operating conditions, the impact of CDVT on
Since Xy, is always less thaml,,;,, then X < Ax. From  network resources will be significant. Clearly,radecreases
(2), this implies that/;, = X} — A cannot be greater than orthe more well behaved the cell stream becomes. In terms
equal to zero, or positive delay jitter is never induced througf the quantities associated with the PORE policy, when
this output-rate-enforcement action. In fact, the positive delay ., = A, ., 7 becomes zero and the Class-1 cell stream
jitter is decreased since, while thigh Class-1 cell is being conforms to GCRAmin, 0), Which happens to be the func-
held, the server is attending to Class-2, and consequently, ffgf of the Virtual Shaper defined in [18]. Providing this strict
service time of thek + 1)st cell is possibly moving closer to conformance with the contracted peak rate will undoubtedly
(79 U have a positive impact on the QoS delivered to other traffic

Theorem 1 establishes the fact that regulating Class-1 §lyeams along the same Virtual Path. As previously mentioned,
enforcing a peak output rate does not increase the positi#e present study will focus on the impact that CDVT has on
delay jitter of this traffic class. The PORE service policyhe conforming (or tagged) cell stream in terms of delay jitter,
actually reduces the two types of distortion most commongell interarrival times, and cell delays.
induced by multiplexers, namely, spreading and clustering.

D. Queueing Analysis
C. The Generic Cell Rate Algorithm (GCRA) for ATM In this section, an ATM multiplexer operating under the

The negative impact of delay jitter on an ATM connectio®ORE service policy (Fig. 1) is studied in terms of perfor-
(as well as other supported sessions in the network) hasnce measures associated with the Class-1 cell stream. The
been recognized by the ATM Forum [18], and one of th€lass-1 interarrival procesgd; },>1 is assumed to be i.i.d.
consequences has been the development of the GCRA, whidth distribution f,(m), Amin < m < Amax. Note that
establishes a relationship between peak cell fgteand cell a periodic process with period® can be considered when
delay variation tolerance (CDVTR,, is defined as the inverse Ayin = Amax = 7" and fo (1) = 1.
of the minimum cell interarrival time at the user; assuming that Class-2 traffic is modeled in terms of i.i.d. batches of cells
Amin 1S the minimum interarrival time contracted by the usenf arbitrary distribution. Let the random variablg;—with
then R, = 1/Awin. On the other hand, CDVT represents @robability mass function (PMFY),,(k), & > 0—denote the
bound on the cell clustering phenomenon previously describedimber of Class-2 cells arriving over an interval of leng{in
and it is defined in relation td&, according to the GCRA as slots). Clearly,f;,(-) can be derived as thefold convolution
explained below. of fu,(-); let N* be the maximum value aB;.

The basic function of the GCRA is to update a theoretical Let ()(n; j) denote the number of Class-2 cells which
arrival time (TAT), which is simply the expected arrivalarrived before time epocjand are still in the system at time
time of a cell assuming that cells are equispaced when then > j. The following proposition determines the evolution
source is active. Let{ denote the actual arrival time ofof {Q(n; j)}.>,; under certain conditions, and will be useful
the kth cell at some observation point within the networkfor the study of the queueing system.
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Proposition 1: The proces{Q(j + m; j)}.—o €vOlvesas 4 , e A, J
the occupancy process of a GBWL queue with batch arrivals k-1 k k+1 ol
distributed according tgj, (-), provided thamno Class-1 cells —SE——~_4 | S B e S s B
are served over the interval,[j + n]. In this case, IR S T N R o) N
- { { : i 1 I I H % departures
P :£|(Q§j; Nk tip -1 tk time —
_ m
- Pk,é Fig. 2. Realization for the derivation dP, and H, wheni < Aax.

=Y PP, ©)
‘ - Al + Ag .
(m) . L. k-1 k k+1 .
where P,") (F; ¢) is the m-step (one-step) transition prob- H__arnva]s

|

ability for the GeoD/1 queue; P, = f,, (£ — i + 1) + e e N
e R o

The queueing system will be described in terms of the . _; ter te fime
Markov chain{Dy, Hy}1>1, embedded at the sequence of
time instants{tk}kzl; ¢, marks the service epoch of thigh Fig. 3. Realization for the derivation dP,, and H, wheni > Anax.
Class-1 cell as defined earlief;, and H;, denote the total
delay and holding time of théth cell, respectively. (4)—(7), the transition probabilities fofDy, Hy }x>1, which

The transition probabilities for the Markov Cha|nvv||| be denoted bw(z7 j7 IL'/7 j/), can be Computed_in terms of
{Dr, Hy}x>1 Will be derived by first establishing expressiongne quantities previously defined. The quantitiés j, i’, j),
for Dy and Hy, given that(Dy_y, Hx—1) = (i, j), Where for (;, j) e SO (transitions from level 0) are given by (8)
i > 1and0 < j < Xyin — 1. In order to simplify notation, and (9), which are derived from (4) and (5) above, while the
the quantityQ(fx—1; tx—1 — i + j), which appears frequently transition probabilities fori, j) € S! are given by (10) and
in the following expressions, will be denoted BY . Also, let (11), derived from (6) and (7) above.
Qs denote the number of Class-2 cells in queue at the arrivalror (;, j) € 59,
epoch (timety_; — i + Ax_1) of the kth Class-1 cell. That is,

Qr = Q(tr—1 — i+ Ap_13th—1 — i + Ap_1). AL M ,
When i < Ay, the expressions foDy and Hy can  p(i, 5,7, 0)= > 3 fa(mbuj(m)PS) ity
be derived by referring to Fig. 2, wheie< A;_; for the n=Amin M=0 ’
realization shown there. Note thiatan also take values greater Aan (N*—1)j N(imj+1)
than or equal tad;_; while still being less tham,,,,, and + foln pY)
these cases are also accounted for in the expressions given n;Z ; ,;0 (o
below in (4) and (5), when > A,,.x (Fig. 3), shown in (6) n—i—1 n—i—1
and (7). b (mPE T + P e 1)
Let S¥ = {(4,5) : L(Amax — 1) +1 < i < (L + 8

)
D(Apax — 1), 0 < j < Xpin — 1} represent “level’L of
the Markov chain{D;, Hy}r>1. Given the relationships in where A; = min {¢, Apax}, A2 = max {Ai,, ¢ + 1} and

1 if Qx=0andA;_1 > Xpin+7—1andi < Ap_;
Qk if Qr > Xpnin +1— Ay andi < Ap_;
Dy, =< Qr + Hy, if Qr < Xpnin +1— Ag—y andi < Ap_; 4)
BAk—l—j +Q +1+i— Ap_1 if Q* > Xuin — BAk—l—j —landi> A;_1
\Ba,_,—j+ Q"+ 1+i—Ap 1+ Hy if Q" < Xpjnw—Ba_,—j—landi> A,
and
(0 if Qr=0andA,_1 2 Xpnin +¢—1ands < Ap_
0 if Qk Z Xmin +i— Ak—l and¢ < Ak—l
Hk = Xmin 41— Ak—l - Qk if Qk < Xmin +i— Ak—l andi < Ak—l (5)
0 if Q* Z Xmin — BAk—l—j — 1 and: Z Ak—l
\ Xmin - BAk_l—j - Q* -1 if Q* < Xmin - BAk_l—j —1 and: Z Ak—l-
D — { Ba, -+ Q" +1+i— A if Q*> Xmin—Ba,_,—j—1land § > Ay, (©)
Tl Ba o+ Q1 +i— Ay + Hy if QF < Xypin — Ba,_,—; — landi > A
and

H. — 0 if Q* Z Xmin — BAk—l—j — 1 ands Z Ak—l 7
F=\ Xmim—Ba,_,j— Q" =1 if O < Xpuin— B, ,_; — 1andi > A;_,. (7)
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Ny = min{(n — j)N®, i — 1 —i+n}. Computing the PMF of the Class-1 cell interdeparture time
A N X is not as straightforward as computing that .6f From
j 1) and (2), the interdeparture time of cells+ 1 and &
Wi o )= S S fambus POy @ AN Q@ P M

e 0 is given asXy = Dy41 — Dy + Ag. Since the Markov
W . chain {Dy,, Hy };>1 does not provide adequate information
Amax (N'=1)j N*(i—j+1) . = .
0 to describe the interdeparture process, the system will be
+ Z Z Z faln )POJ described by the Markov chaifiDy,, Hy, A }i>1 in order to
compute the PMF of(. Let j(i, j, m, ', j/, m’) denote the
“bi—jy1(m )[P,(,erzfl_)J P,(,erol)] transition probabilities, and (¢, j, m) denote the stationary
Ly =X —neti} (9) probabilities for this Markov chain. It is easy to show that the
PMF for the cell interdeparture process is given by

n=As =0 m=0

where No = min {(n — j)N?, X — 1 — 5’}

For (i, J) c St 00 Xmin—1 Kmin—1  Amax
brix=m =3 3 SEDIED
Ly _ m=Amin J'=0 m'=Anin
Pl .7, 0) = _EA: g_:of“(n) 'p('LaL m,n+L—m,J,m) (i, 3, m)
,, (15)
: bn—j(m)Pé,Jz?’—i-l—n—rn—l (10)
and where A’ = min{n + i — 1, Apax}.
A M The quantities7(z, j, m) can be computed in the same
p(i, J, ¥ Z Z fa(n)bn—;(m) manner as the quantities(¢, j), with the exception that the
n=Amin Mm=0 dimensionality of each level i has increased by a factor

of A,..x. Note, however, that upon arrival of thgh Class-

1 cell, D, is determined. That isD,, is equal to the queue
By lexicographically mapping the quantitiegi, j, ', ') content at the arrival instant plus the amount of holding time

into p(¢, ¢') through the relationg = (i — 1) Xy +j and A, to be suffered by the cell. The latter quantity is completely

¢ = (i’ = 1)Xumin + j', the transition probability matri¥ of determined by the past (i.e., the service time of the- 1)st

the Markov chain{ Dy, Hj}r>1 can be written as a stochasticcell), and neithe);, nor Hy, is dependent upon the next Class-

'y é,];(min—l—m—j’1{i’=Xmin—n+i}' (11)

matrix of the M/G/1 type: 1 arrival. Consequently, the random variableg and H;, are
B, B B, Bs .- both inggpendent of the random yariabl@, and the stationary
Ao A, Ay As .- probabilities f~orb the Markov F:h?.lﬂjDk, Hy, Ak}kzbl can be
P= 0 AO Al A2 e (12) CompUted agr(l', Js m) = W(Zv j)fa(m)’ Where7r(z, J) and
0 0 Ay A - fo(m) are as given above.

[ll. A PPROXIMATE END-TO-END STUDY
where the matrice8,, and A,,, n > 0, have dimensions

(Amax—1)Xmin X (Amax— 1) Xmin. Note that the matriceB,,
consist of the transition probabilities for whi¢h ;) € S° and
(¢, j/) € §™, while the matricesA,, consist of the transition
probabilities for which(z, j) € St and (¢/, /) € S™. The
system in (12) can now be solved as outlined in the Appendix
based on the matrix analytic techniques presented in [21].
stationary probability vectorr for P is mapped back into the !
space(z, 7,4, j/) to obtain the stationary probabilities for
{ Dk, Hi}rz>1, given by w(i, j), for 1 <i < o0, 0 < j <
Xmin - L

The PMF for cell delayD of Class-1 is easy to calculate in
terms ofx (¢, j), and it is given by

The N-node tandem queueing system used for the approxi-
mate end-to-end performance evaluation of the tagged session
is shown in Fig. 4. The PORE service policy will be adopted
at each node so as to allow for the consideration of peak-rate

nforcement within the network. In order to simplify notation,

e Class-1 cell interarrival (interdeparture) process at node

WI|| be denoted as4’ (X?). The arrival process at node
(1 € i £ N) consists of the tagged (Class-1) interdeparture
process from nodé-1, and some background traffic (Class-2)
delivering batches of cells distributed according to the PMF
fv. (). X° is defined to be the tagged cell intergeneration
distance at the sourcet' may be slightly different fromx?
due to potential truncation (as discussed below).

Kmin—1 The set of possible integer values which can be taken by the
Pr{D =i} = Z (i, J). (13) Class-1 interarrival processes at node®/Imust be truncated
j=0 in order to facilitate a numerical solution at each node. The

By considering the definition in (1), the delay jitter distriMiNiMum (maximum) Class-1 interarrival time at nodeill

bution is easily determined to be be denoted byd,;, (A},.,)- Thatis, A° € [A;,, 47, for
1=1,2, ..., N. The minimum interarrival time fof > 1 is
oo X -1 X —1 i—1 . H
o o S|mply Amm = X/~1. The choice of4! . for ¢ > 1 will be
Pr{J =k} = Z Z Z (i, 4, i+ k, )7, 5). made according to the rule

3'=0

(14) Al =max{k: Pr{X""! =k} > ¢} (16)

max
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A2=x1 AN =xN-1
background
=iy -

background

Fig. 4. Tandem queueing network for end-to-end performance evaluation.

wheree can be any positive real number less than 1. The PMF TABLE |
for the processAi i > 1, is then given by SQUARED COEFFICIENT OF VARIATION FOR CELL INTER-DEPARTURE TIME (C2)
load | T=5|T=10|T =20
PriAl =k} = 0.70 || 0.0236 | 0.0086 | 0.0028
i—1 _ i j 0.80 || 0.0489 | 0.0209 | 0.0079
Pr{X*=t =k}, if 0 <k <Al .«
Aax—1 ‘ ‘ 0.95 || 0.1160 | 0.0607 | 0.0296
1— > Pr{Xi~t=j}, ifk=4i, 17
=1 ,
0, otherwise. IV. NUMERICAL RESULTS AND DISCUSSION

In this section, some numerical results are presented to
Itis clear from (16) and (17) that ampproaches zeroj: characterize the distortion induced in a tagged traffic stream

increases and the truncated Class-1 interarrival ime PMF a{ger both FCFS and peak-rate enforcing service strategies.
node approaches the actual Class-1 interdeparture time PRffore considering end-to-end performance, the delay jitter
from the previous node. The cost of improving the accuradjduced at a single ATM multiplexer will be studied.
of the adopted Class-1 interarrival process by increadifjg, /N order to provide for a simple interpretation of the
is a corresponding increase in numerical complexity. Recalultiplexer-induced .dIS.tOI‘tIO.n, the.CIass-l a}rrlval process is
that the dimensionality of the square matricBs and A,, assumed tq be.perlodllc with perlql_i slots in .the results
n > 0, which make up the transition probability mat# for pre;ented in this section. Ip addition, a typical re'gu.lated
a single queue, increases linearly with the maximum ClasdI@ffic stream (whose reshaping may be attempted within the
interarrival time (see Section II-D), which in turn affects thé@€twork) can be considered to resemble a periodic one for
tractability of the solution technique outlined in the Appendi>$0Me time horizon which—in some cases—may be sufficient
A number of other assumptions will be made in order t induce “local” stationary statistics. It should be emphasized,
facilitate the proposed approximate end-to-end study. Firstffough, that the study presented in this paper is applicable
will be assumed that only the tagged traffic stream is forwardé®y traffic streams described in terms of general interarrival
from one multiplexer to the next as shown in Fig. 4. All of th@rocesses. The Class-2 batch arrival process is assumed to
remaining traffic (background) at each multiplexer is routdde binomially distributed with mean rat¥ and maximum
elsewhere. Implicit in this assumption is the presence ofPgich sizeN® = 15. Table | displays the squared coefficient
large-scale networking structure, in which there exist a largé variation for the_CIa}ss-l cell interdeparture time process
number of independent sessions and a large number of t&¥€n an FCFS policy is adopted. The squared coefficient of
nodes (onlyN of which serve the tagged session). In suckariation will be denoted by’% and given as

a network, it is expected to be reasonable to assume that, ,  var(X)

at the output of each node, most of the untagged sessions C; = W

(background traffic) are split, or routed along paths which are

different from that of the tagged session. Note thatC? is equal to zero if no distortion is introduced into

It is also assumed that the interdeparture pro¢éés}.>1 the periodic arrival stream. From Table I, it is clear that delay
from each node is an i.i.d. process. This assumption is necjiger is the greatest, under the FCFS policy, for small periods
sary for employment of the analysis of Section II-B at each and high offered loads.
multiplexing stage. The validity of the i.i.d. assumption, as The multiplexer-induced distortion can also be quantified by
well as the effect of truncating the interarrival time PMF apbserving the PMF forJ as in Fig. 5. In this case, the delay
each node, will be examined through a comparative simulatiptier PMF is plotted forl” = 20 and the offered loads given
study. in Table I. Notice that when the total load is 0.7, much of the

The analysis presented in the previous section for a singleriodicity is retained in the Class-1 arrival stream, which is
queue will be applied successively to each node along the pditiistrated by the fact that most of the probability mass exists
in Fig. 4, and the PMF for the interdeparture process at node.J = 0. However, as the load increases to 0.95, much of
N will be used to establish the amount of delay jitter inducelthis mass is redistributed and the Class-1 arrival process no
in the cell stream of the tagged session overMalhops. longer resembles a periodic source. It is also interesting to
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Fig. 7. Delay tail distributions fol" = 10 and various values oX,,;, at

Fig. 5. Jitter PMF at an FCFS multiplexer f@r = 20 and various loads. 5 single multiplexer.

o5k T=10 E‘, Txmin=t originates as a periodic source at node 1 with pefibg: 5. .
Total load = 0.9 :“ ~_ YXmin—9 The_ bacl_<ground traff_lc at each node is assumed to con_5|st_ of
5 ' ! | ten identical Bernoulli streams each with rate 0.07, resulting in
504 ! a total offered load of 0.9 at each multiplexer. The relatively
2 ! high load at each node, together with the small period of
%0_3 ! T = 5, is adopted to provide a scenario in which significant
8 ! delay jitter is induced into the tagged cell stream (see Table
2 ! [). The Class-1 interarrival time PMF's at nodes 2-5 will
éO-Z' - be truncated by setting equal to10~% and using the rule
g - presented in the previous section. This choice ofsulted in
0.1 values ofA! .., 2 < ¢ < 5, ranging from 20-30.
For the results in Fig. 8, each of the five ATM multiplexers
serves arriving cells according to the FCFS poli&,{,, = 1).
0

s "1 2 (') 5 2 The PMF's for interdeparture processes at nodes 1 and 5
- - - 6 e .
time (slots) are computed and compared with simulation results for the

identical tandem queueing network. At the output of node
1, the cell interdeparture procesg’ has experienced both
clustering and spreading, but over 35% of this traffic remains
note that the delay jitter PMF appears to be symmetric aroupdriodic with 7" = 5. As the tagged stream passes through
zero when the service policy at the multiplexer is FCFS; thadditional FCFS multiplexing stages, the interdeparture times
symmetry disappears when a peak output rate is enforced.become more and more uniformly distributed, and at the output

In Fig. 6, the delay jitter PMF is considered for differenbf node 5, there are no dominant terms in the PMF. This
values of X,,in, 7 = 10 and a total load of 0.9X¢ = 0.8). implies that, in a real-time scenario, significant buffering may
When X,,;;, is set to7 — 1 (in this case 9), the tagged cellbe required at the end user in order to achieve an acceptable
stream conforms to GCRA(10, 1) (see Section 1I-C), armlayback quality. Also, a traffic profile such as that at the
the delay jitter process possesses a very narrow regionootput of node 5 will likely induce more severe queueing
support. On the other hand, under an FCFS policy, a significambblems (and possibly QoS degradation) for other users
amount of cell clustering is observed since the cell stream n@laring the same network resources.
“conforms” to GCRA(10, 9); cell spreading is also slightly The validity of an i.i.d. assumption for cell interdepartures
increased. (and interarrivals) is addressed through the simulation results

The cost of providing a less distorted traffic stream at thaotted in Fig. 8 as discrete points. Clearly, under an FCFS
multiplexer output is illustrated in Fig. 7 in terms of increasegolicy at each node, this assumption does not significantly
cell delays. As discussed in Section [I-B, however, the effect affect the accuracy of the end-to-end study, as the numerical
reducing distortion at the network premises, thereby increasiregults seem to be in good agreement with simulations. Similar
gueueing delays (and buffer requirements), is essentially agreement is present in Figs. 9 and 10, where the traffic has
distribute the buffers more uniformly throughout the networkbeen shaped by the peak-rate enforcing policy at each node.

The remainder of this section will deal with the approximate In Fig. 9, each multiplexer enforces a minimum interde-
end-to-end performance study. A network of five nodes arture time ofX,;, = 4, and the resulting PMF's for
tandem will be considered, where the tagged traffic streaft and X° are presented. In both cases, the tagged stream

Fig. 6. Jitter PMF forT" = 10 and various values of,,;, at a single
multiplexer.
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Fig. 9. Cell interdeparture time PMF’s at nodes 1 and 5Xqf;, = 4 at
each nodeI = 5.

depending upon the peak rate being enforced by each of the
. servers, the rate of increase, as well as the magnitude, of

%2 varies greatly. Under an FCFS policy at each server, the

conforms to GCRA(5, 1) throughout the network. That 2y
A

all cell clustering (or negative delay jitter) less than is . . T )
eliminated, and the PMF at node 5 has a much more narrt?/\gged cell ;tream IS chang_mg ;lgn|flgantly as it ente_rs node
region of support than the corresponding PMF under the FC Sand the mc_iuced de"?‘y .J'.tter Is quite large. A nouceab_le
policy. This can be observed in Fig. 10, where three networlEEpmV(-:‘ment in the yar|ab|l|ty of the tagged cell stream is
of servers withX,,,, equal to 1, 3, and 4 are considered. AQ0Served when¥y,;, increases or the CDVT parameter
Xmin increases (and the CDVT parameterdecreases), the decreasei. In fact, wheAny, = 4 at each of the PORE
end-to-end performance of the tagged stream, in terms of #JVersCy is always smaller than 0.1. The cumulative mean
induced distortion, improves dramatically. It is also interestinfg€ueing delay for the tagged stream is plotted as a function
to note that the approximate analysis agrees very well wigh the node index in Fig. 12. The total mean delay appears to
simulation results, which validates the i.i.d. assumption fdpcrease linearly with the node index, and the rate of increase
cell interdepartures even when the corrective peak output-rigteclearly dependent upon the value &f,;,. These results
enforcing queueing discipline is adopted. indicate that for real-time applications, the tradeoff between
The squared coefficient of variation for the Class-1 interiolating deadline constraints and violating either delay jitter
arrival processA’ is plotted in Fig. 11 as a function of theconstraints or a declared peak rate needs to be considered
node index: for the three networks of servers considered igarefully.
Fig. 10. Note that because the arrival process to node 1 idNote that while delay distributions for the tagged stream are
periodic,C?% = 0.0 for node 1 in each case. As expectétf, computed at each multiplexing stage, it is not yet clear how
increases with the node index for all valuesXyf,;,,. However, the end-to-end delay distribution can be computed numerically.
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By assuming that the cell delay process is independent from 35

one node to the next, a simple convolution of individual . Xaminet (FCFS)
delay PMF's would yield the approximate end-to-end de- 30f |- xmin=3
lay distribution. Note that this assumption is not necessary = Xmin=4 -

for the computation of first moments (Fig. 12), where the gzs-
mean end-to-end delay is simply the sum of individual mean&
delays. Although results are not presented here, the abovgzzo-
approximation has been examined by comparing numerical2
and simulation results. It seems that under a network of FCFSS 15t
servers, the assumption of internodal independence for th%
delay process yields quite accurate results. However, wherp 10¢
peak-rate enforcement is employed at each multiplexing stage, B
the internodal independence assumption breaks down and the 5f ..~
convolution of delay PMF’s proves to be a poor approximation
for the end-to-end delay distribution. o1
Finally, it should be noted that the main contribution of this Node Index
work is to study the im,paCt of reregula}ting c_>n a t.raffic Strearlqlg. 12. Total mean queueing delay as a function of node index.
analyze the PORE policy, compare this policy’s impact to that
under the FCFS policy, and present results for a perfectly

regulated traffic (periodic traffic) to make the impact ofegular, or less variable, when the CDVT parametés small
reregulation easier to interpret. This work is directly applicablglose to zero). The tradeoff for enforcing smallwas also

to the case in which the peak rate of one traffic stream is beigigarly illustrated through numerical results in the form of
enforced; this would be the case when one jitter-sensitiygcreased cell delays.

traffic stream is mUltiplexed with jitter'insenSitive traffic. If Simulation results for the end-to-end tandem queueing study
a small number of jitter-sensitive traffic streams are presqRbicate that the assumption of an i.i.d. interarrival process,
(or simply, peak rate is to be enforced in a small numbgjith a PMF computed through the numerical approach, does
of traffic streams), some scheduling conflicts may arise. Du@t significantly affect the accuracy of the solution. The
to these conflicts, a greater than desirable spacing may d¥bd agreement between simulation and numerical results
imposed sometimes, potentially adding to the positive jittgfas observed for a tandem network of FCFS servers as well
(more spreading), without affecting the enforced peak rag@ PORE servers. It is not yet clear how this numerical
(minimum spacing). This work will still be useful in suchaccuracy will be affected when a network of queues with

an environment. When a large number of tagged streams gfgss-correlated traffic and different routing realizations is
present, conflicts may dominate, and although a peak rate e@gulated.

still be enforced, the positive jitter and the delay may be
increased significantly. In this case, the relative shifting of APPENDIX

the periods (if the streams are periodic) is expected to havesg| yTion oF THE STATIONARY PROBABILITY VECTOR FORP
significant impact [22].

This Appendix outlines the steps involved in computing
the stationary probability vector fol, given by « =
V. CONCLUSIONS [wo w1 w2 ---]. The vectorsw;, ¢ > 0, are the stationary

. . probability vectors associated with levieds defined in Section
In this paper, a queueing system was formulated to study §1&y The' houndary probability vectonr, is evaluated first

distortion induced in a tagge‘! cell traffic stream; bo_th _FC_F§ased on the matrix analytic techniques of Neuts [21]. The
and peak output rate enforcing (PORE) service d'SC'pI'n%ctorsm, i > 1, are then recursively computed from.
were considered. In fact, the FCFS policy was shown to be -

a spegial case o_f the PQRE discipline. At the output of tljg Computation ofro

delay jitter-reducing service strategy, the tagged cell stream is ) ] ) ) _ )

easily characterized in accordance with the GCRA specified in* Prief outline of the steps involved in computing, is

[18]. A discrete-time analysis in thi/ /G /1 paradigm yielded presented here; a detailed description of the method can be

numerical results for cell delay, delay jitter, and interdepartuf@und in [21]. To apply the method the following matrices

time probability distributions at a multiplexer served accordinge®d to be defined:
to the PORE policy. =

An approximate end-to-end performance study of the tagged A= Z An (18)
cell stream was also carried out by analyzing a tandem oo
gueueing network of PORE servers. Numerical results indicate G(z) =~ Z AnG"(2), 2] < 1 (19)
that a peak rate enforced at the network edge can be severely
violated within the network, and thus, traffic reregulation may o0
be necessary. As intended, the traffic profile of a cell stream K(z) :zz B.G"(2), |z] < 1. (20)
conforming to GCRAT, ) was shown to be much more n=0

n=0

n=0
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The computation of matrixG: £ G(z)|.—,, which satisfies B. Computation ofr;, i > 1

the nonlinear matrix equation The vectorsr;, for i > 1, can now be computed using the
recursive scheme attributed to Ramaswami [23],

G= A, G 21
> (21) .
n=0
mo=|mB] + > mAL,;[@-ADTY, >l
is a key step in the application of the technique. getenote j=1
the stationary probability vector associated widh That is,g (27)

is the solution togG = g andge = 1, wheree denotes the

unit column vector. W
Matrix G can be obtained as the limit of the monotonically

increasing, convergent matrix sequer€&; },>o, defined by

here

B; = i B, G
k=n

Gy =0
-\ n A=Y AGET, nzo.
Gri=» A.Gi k>0 (22) n K ; >
n=0 k=n
Matrix G is then used to determine matrlX, defined by REFERENCES
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