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Delivering QoS Requirements to Traffic with Diverse
Delay Tolerances in a TDMA Environment

Jeffrey M. CaponeMember, IEEE and loannis StavrakakiS§enior Member, IEEE

Abstract—The focus of this paper is on determining the call Request Channel
admission region and scheduling policies for a time-division
multiple-access (wireless) system supportingeterogeneougeal- C C V A V C V C V
time variable bit rate applications with distinct quality of service
(QoS) requirements and traffic characteristics. The QoS is defined - L .
in terms of a maximum tolerable packet delay and dropping
probability. A packet is dropped if it experiences excess delay. C  Assigned CBR slot
The call admission region is established for policies that arevork- V  Slot available for VBR traffic
conserving (WC) and that satisfy the earliest due date(EDD) A Slot available for ABR traffic
service criterion (WC-EDD policies). Such policies are known
to optimize the overall system performance. In addition to the Fig. 1. A typical uplink TDMA frame structure supporting CBR, VBR, and
determination of the call admission region, this study leads ABR traffic classes.
also to the construction of scheduling policies that deliver any
performance in the region established for WC-EDD policies. . . . A .
Finally, an upper bound on the call admission region that can be feduesting constant bit rate (CBR) service (or circuit switch),
achieved underany policy (not limited to the WC-EDD policies) then the user is allocated (scheduled) a fixed number of slots

is determined. per frame (if available) for the duration of the call. If the
Index Terms—Integrated services, QoS, scheduling, TDMA, Call is requesting variable bit rate (VBR) service, where the
wireless. bandwidth needed to service the call may vary over time, then

it must be determined if, with the addition of the new call,
there exist a scheduling policy that can deliver the QoS to
all the supported applications. Once it is determined that the

_ call can be admitted, channel access is allowed based on an
I N A WIRELESS network, many users communicate over g,nropriate transmission scheduling policy designed to deliver

shared channel. In this paper, time-division multiple accegs, target QoS to each application in the network.
(TDMA) is employed to coordinate the sharing of the uplink |, this paper, the call admission region and transmission
channel. In TDMA, time is divided into periodic frames and;cnequling policies are determined for a TDMA system, where
each frame contains a number of time slots. Each time slolyice requests are processed at frame boundaries, see Fig. 1.
is the time required for the transmission of a packet (plus Thjs resource structure has been widely considered in both
some guard-time). A base station (or central access poigi)ylar systems [1], [2] and wireless LAN's [3], as well as in
coordinates the usage of the time slots which allows for serviggent work toward the development of wireless asynchronous
diversification. The transmissions on the uplink (terminal-tQyansfer mode (ATM) networks [4], [5]. A call admission
base) are distributed among the geographically dispersed U$g[g and transmission scheduling policies for this environment
and the coordination typically takes place in two phases: cglbe developed in [6]-[8] to accommodate heterogeneous
establishment and channel access. VBR applications with diverse packet dropping tolerances.

At call establishment, users typically request access throughyyose works, packets which are not serviced in the frame
a control channel with request packets. During call estayoying their arrival are considered to have excess delay
lishment, an amount of bandwidth (measured in time slofs 4 4re dropped. That is, all packets assume a common

per frame) is requested for servicing the call. If the call is,5ximum tolerable delay of one frame. In this paper, the
packets are considered to have diverse maximum delay as well

_ _ , _ as dropping probability tolerances. As becomes apparent, the

Manuscript received April 11, 1997; revised June 1, 1998; approved %%/dd d di it dina th . delav tol t
IEEE/ACM TrANSACTIONS ON NETWORKING Editor D. Raychaudhuri. This ed aiversl y regarding the maX|mum €lay tolerance creates
work was supported in part by the Advanced Research Project Agency un@enumber of issues. Some of these issues are addressed by
Research and by the National Science Foundation under Grant NCR 9628116.. .

J. M. Capone is with the Department of Electrical Engineering, Arizond1an bOdy of this paper.
State University, Tempe, AZ 85287-7206 USA (e-mail: jcapone@asu.edu). In the next section, the system model considered in this

I. Stavrakakis is with the Department of Electronic and Computer ERyork is described. In Section 1, the region of achievable QoS

gineering, Northeastern University, Boston, MA 02115 USA (e-mail: ioan- . . L .
nis@cdsp.neu.edu). vectors is established for policies that amerk-conserving

Publisher Item Identifier S 1063-6692(99)02467-X. (WC) and satisfy thearliest due dat€EDD) service criterion

I. INTRODUCTION

1063-6692/99$10.001 1999 IEEE



76 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 7, NO. 1, FEBRUARY 1999

(WC-EDD policies). Determining this region is central to théo deliver. Thus, the bound under the (1,2)-delay system can
call admission control problem as well as in the design & employed as a lower bound on the region of achievable
effective transmission scheduling algorithms. In Section QoS for a (1,z)-delay system, forz > 3. Practically, it
the probability distribution of the residual traffic process i&s expected that ifr is greater than 3, then the class with
derived. Section V examines a class of policies that can delitee larger delay tolerance may be considered nonreal time
any achievable WC-EDD performance. An upper bound on tBR and not compete for resources with the class with delay
region of QoS vectors that can be achieved uraterpolicy tolerance of 1 frame (real-time VBR).
(not limited to the WC-EDD policies) is determined in Section In the (1,2)-delay system, th& VBR sources are par-
VI. The region of acceptable QoS vectors (call admissiafiioned into two classesS; = {1,2,---,K} and Sy =
region) is examined in Section VII. Numerical examples arex + 1, K + 2,---, N}. Packets generated from sources in
presented in Section VIII and the conclusions of this work ar¢ have a common maximum delay tolerancelofime units
contained in Section IX. (1 frame) and packets generated from sourcesSinhave
a common maximum delay tolerance 2L time units (2
frames). This environment could be used to model real time
VBR (rt-VBR) traffic where the delay is critical, such as in
In this paper, the problem of sharirifj resources byNV interactive video conferencing. If more than a two frame delay
heterogeneous VBR sources is considered. The source packet be tolerated, the traffic could be characterized as nonreal
arrival process is described in terms of a general arrivine VBR (nrt-VBR) and therefore, treated as a separate
process embedded at the boundaries of fixed length intervigdsffic class.
called service cycles (or frames). No additional assumptionsLet \;(n),i € {S; U So} denote the number of newly
for the packet arrival process are necessary at this poigénerated packets requesting service from source iand
Up to T" packets from the VBR traffic may be transmitteds, at the nth frame boundary. The aggregate traffic from
(served) during each service cycle. Depending on the Qg8urces inS; is given by As, (n) = Yics, Ai(n) and has a
requirements, packets which cannot be transmitted over ¥&ay tolerance of. time units, thus, must be either serviced
service cycle following their arrival may be dropped (due tgr dropped over frame:. Newly generated requests from
delay violation) or may be delayed to compete for servicggurces inSs, Ag, (n) = Zies, Ai(n) may be either serviced
in the next frame. A TDMA system in which arrivals areyr delayed to the next frame to compete for service. Packets
considered at frame boundaries may be modeled in terms Gf@n S, that have been delayed (and must be serviced or
discrete time system in which packet delays are measuredyigpped in the current frame) are denoted XS (n); the
frames (1 frame= . time units, see Fig. 1). superscript- is used to indicate residual traffic (those packets
In this work, a two-class heterogeneous environment is Copgm Ai(n — 1),i € S, not serviced) and the superscrift
sidered, where real-time sources have diverse delay tolerangs§icates its dependency on the service policyThus, the
This development is a considerable extension to the case Whelg residual traffic from sources in claSs requiring service
all sources haye a homogeneous 1 frame delay tolerance [flramen is given by)\ng(n) — Yics /\;,,f(n)_
[8]. By assuming that some of the sources have a greatefrpe nymber of packets from sourcthat are dropped under
frame delay tolerance (of 2 frames instead of 1, leading Bblicy f during framen are given by
a (1,2)-delay system), the region of achievable QoS will be
enlarged, compared to that under the homogeneous case. Thu .
a Iarger collecption of sources can be accgommodated underf(”) Ai(n) = af(n), i€ S1={12 K} (1)
such an (heterogeneous) environment. It should be noted thad! (n) =\’ (n) —af (n), i€ Sy={K+1,---,N}.
the (1,2)-delay system is the most resource demanding of (2)
all heterogeneous (#)-delay systems. Similarly, the ()-
delay system is the least resource-demanding such SyStEMy,) denotes the number of packets from sourcrviced

which corresponds to a system where one class supports rﬁ%hng framen under policy f; azfl(ﬂ)vi € S, denotes the

time traffic while the other class supports delay-tolerant traﬁg}nount of service (in slots) provided to the residual traffic

that receives “best effort” service. Such two-class syste%é

Il. SYSTEM MODEL

h b died velv in th for | > sociated with sourceduring framen. Since in any frame
ave been studied extensively in the past (for instance in the types of packet from a source iy may be present (new

context of integrating voice and data applications) and are Nivals and residual traffic), the total amount of resources

con3|der_e_d in this paper. . devoted to source € S, in framen, is given by
In addition to the interesting issues addressed in the process

of developing and studying the (1,2)-delay system—such .
as those related to the residual process, the EDD policies, ol (n) = “zf,l(”) +“zf,2(”)v ¢ €52 (3)
etc.—the results under the (1,2)-delay system can provide

valuable information regarding the behavior of arfidelay where a{Q(n) is the amount of available resources allocated
system forz > 3 without getting into the more complex studyto the new arrivals fromS; in frame »n under some policy
of such systems. For instance, if the desirable QoS vector fbr Since the residual traffic in frame consist of the new

a (1x)-delay system for: > 3 is included in the achievable arrivals from sources irf; which did not receive service in

region for the (1,2)-delay system, then such QoS is possilitame (n — 1), the residual traffic in frame under policy f
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/f*\ If the QOS vector is not in the region of achievable QoS
‘ vectors under the WC-EDD policies, it can be concluded that
Ay X‘S{(n) A(n) Ayin+l) X’Sf(nu) A (n+1) such level of QoS diversificatiomaybe achieved only at the

) “2 2 7 2 Y2

expense of system throughput [10]. This may suggest that the
sharing of the resources by such diverse applications may need
‘ to be restricted by allowing for resource sharing by less diverse
———————— applications. In any case, by deriving an upper bound on the
n ntl 42 region of achievable QoS vectors undery WC policy, it can
A.(n) : New arrivals from set S ; be determined whether a given QoS vector is achievable.
5, In this work, the QoS requirements of applicatienis
?»r';(n) - Residual traffic from set S described in terms of a maximum tolerable delay and a
: maximum dropping probabilityp;; this is the probability
that a packet from sourcé experiences a delay greater
Fig. 2. Realization of residual traffic. than its maximum tolerable delay and, thus, is dropped. The
corresponding packet dropping rate or delay violation rate,
d; (measured in expected number of dropped packets per
frame) is easily determined by; = p;A\;,0 < ¢ < N.
In the rest of this paper the QoS vector associated with
o f f . the supported applications will be described in terms of the
At (n) =Ai(n—1) - ai,2(n - 1), 1€5.  (4) dropping rates, with the understanding that these rates are
induced due to violation of diverse delay tolerances. The
Let &/ = E[d!(n)],al = E[af(n)] and \; = E[\i(n)] be QOS vector associated with the supported applications can be
the (assumed time invariant) expected values of the associadetined in terms of the (performance) packet dropping rate
quantities. The residual traffic is illustrated in the realizatiovector d
depicted in Fig. 2.

If a WC-EDD policy is employed, then four out of the five
packets with a service deadline (or due date) in the currentThe first question addressed in the sequel (Section IIl) is
frame will be served, the remaining one will be dropped, anghether a given QoS vectat is achievable under any WC-
the new arrival from class’» will form the residual traffic in  EDD policy f. Necessary and sufficient conditions are derived
the next frame [framén + 1)]. According to the WC-EDD in order for the QoS vector to be achievable under these

policy, all three packets with service deadline in frafne-1) policies, leading to the precise determination of the region
will be served during the frame, as well as one of the twef achievable QoS vectord.

packets with service deadline in frante + 2).
From the above example, it is evident that the employed Ill. REGION OF ACHIEVABLE Q0S VECTORS
EDD policy imposes restrictions on the level of QoS diversifi- UNDER WC-EDD POLICIES

cation that could be achieved otherwise. For instance, new h . L . din thi L heth
arrivals from classS, cannot be serviced in the presence The main question investigated in this section is whether

of packets from class;, imposing a limit on the minimum ©°' not a scheduling pplicy ex_ists that can deliver a given QoS
dropping rate for sources in class. This limit is higher than vectord._To answer this qu_est|on, the region of a_chleval_)I_e QoS
the dropping rate achieved if, for instance, all packets (ne\wctors IS establlsh_ed. It IS based on a set of |nequal|t|es_and
and residual) from sources in class had service priority an equ.allty constraint derived by employing work-conserving
over those inS;. (nonldhng). argumen@s. . _

In most of this paper, the class of WC-EDD policies is The region of achievable QqS is the set of points (.perfor-
considered for the following reasons. First, the WC-EDgrance vectors) that can be delivered under some policy. The

policies are known to minimize theystempacket dropping determination of the regiqn _Of achievable QoS Iegds_to the
(delay violation) probability [9], resulting in throughput max_devg!opment of a call admission rule. For gx.ample., if with the
imization. Unlike a more general case, in which the servi@éjd't'on of the_new source, the new multidimensional target
deadlines or due dates would form a continuum or may 0S vector is in the.reglor.l of achlevablle QoS vectorg, then
drawn from a large collection of values, only two servicéhe call_can be admitted since there eX'StS. some policy that
deadlines are considered in the TDMA environment in thfé" deliver the_ target service to each application. If the _caII
work. As a consequence, a potentially large number of pack&?snnOt_ be adm_ltted anc_l More resources can be made available,
from different sources will have identical service deadlines &prec'se'Y defined region of achpvable QoS can also pe u;ed
due dates (one of two values) and, thus, significant room determine the minimum add|t!onal resources required in
dropping rate diversification may be possible without departir?gfder for the new call to be admitted.

from the WC-EDD policies. In addition, it is possible to ) ] )

determine the region of achievable QoS vectors uratgr A Conservation Law and Inequality Constraints

WC-EDD policy, as well as scheduling policies delivering any A formal definition of a WC scheduling policy for the
QoS vector in this region. system described in the previous section is given first.

Ks(n) : New arrivals from set S,
2

is given by

d:(dl,dQ,"',K,K—i-l,"',d]\f). (5)
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Definition 3.1: A scheduling policyf is WC if it satisfies Since f is a WC-EDD policy it satisfies (6) and (7) of

the following conditions: Definition 3.1 and (9) and (10) of Definition 3.2. Thus, the
K N above expression becomes
odm+ Y Am+1) =0 ;
i=1 i=K+1 Z d; (n)
. 1ES
if As, (n) + A2 (n) + A, () < T 6 ,
5. (n) + 25/ (n) + As, (n) ®) e ()4 X () €T
S ol =1, As,(n) + G (1) =T, As,(n) + A5/ (n) > T
i=1 (13)
if As, (n) + e/ (n) + As, (n) > T @)

By applying the expectation operator in (13), the first equality
is obtained. To prove the second equality in (11)—and thus,
A WC policy does not waste resources (slots) as long as thehow thatdf, is conserved—it suffices to show th@@f (n)is

is work to perform (packets to transmit). L6t= {S; U S,} independent of the policy € F. For any f € F

be the set of all sources amtg denote the average system

O

packet dropping rate under scheduling politygiven by )‘g’j(” +1)
N N N max{0, As,(n) + As, (n) + stf(”) =T},
S By dl <n>] =Y Eldlm]=3d. ® = if As,(n) + A3/ (n) < T
=1 =1 =1

As,(n), if As,(n) + A%/ (n) > T
- (14)
Definition 3.2: Let F be the family ofWC-EDD policies. - - ) )
Definition 3.3: Framen is said to beunder-loadedwhen Therefore g’ (n) depends onhg (n—1), which may in turn
As,(n) + )‘g’zf(”) < T and overloadedwhen \s, (n) + _be depend?r}t ogf_and is otherwise mdepende_n_t frofn B_y_
)\r,f(n) ST . induction, A/ () is only dependent on the initial condition
52 %, (0), which is independent of the policy and equal to zero.
hus, thetotal residual traffic in frame is independent of the

policy f € F and therefore can be denoted)ég (n). That is

Notice that during an overloaded frame, packets will
dropped and none of thkg, (n) packets will receive service
under any policyf € F. Moreover, for anyf € F the
following hold: . . )

g , ey =30 AFn) 2N (n) YmVfeF (15)
= i " < i€ Sy
o () = { 0, s+ XL ST o g €5

> . 7,7‘)(‘
20, i As, (n) + Agy (n) > T and therefore proving the second equality. Finally, it is a well-

and known result thatlg is the minimum dropping rate, since it is
o induced by a WC-EDD policy [9]. O
A (n+1) Since the total residual traffic in frame, X (n) is in-
Ai(n) + X (n) — af (n), dependent of the policyf € F, the following corollary is
if As, (n) + Ang(n) <T VYi€S,. self-evident in view of the previous Fheorem. N
Ai(n), if As, () + )\ng(n) ST Corol_lary 3.1 Thg number (_)f service opportunities for the
new arrivals fromsS, in framen is independent of the selected
(10) f € F. Therefore, the residual traffic for any source frame

Theorem 3.1:The system dropping ratel’,, is conserved (»+1), A (n+1) is only dependent on the policf chosen
under anyf € F and is a lower bound on the system droppintj} the present frame: andnot in past frames

rate induced under any policy. More specifically Corollary 3.1 is employed in the proof of Theorem 3.5 and
N in the development of a class of policies in Section V.
df = {E[\s (n) Jr)\’s”j(n)|)\51 (n) +)\g’2f(n) >T]-T} Let A\,(n) = Yic, Ai(n) be the aggregate arrivals from
- P(\s, (n) + )\r,f(n) > T) sources in subsegt in framen. Let dg denote the aggregate
A ' 52 packet dropping rate associated with sources in grpoply,
=bs VfeF. (11) under policyf. All N sources inS are assumed to be present
O and served under the policf dg is defined by
Proof: First, the first equality in (11) is proved. Summing
(1) and (2) over all € S, the following is obtained: df = E Zd{(n) = ZE[d{(n)] = Zdzf’ gC8s.
f . ] rf f i€g i€g i€g
Do dln) = 30 M)+ 30 A ()= 3 al(n) (16)
iCS 1CS1 1C Sz 1CS1

- Z azf,l(n)' (12)  The following lemma will be used in the proof of the theorem
i€52 that follows.
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Lemma 3.1:Letg C S, and |et)\§’f(n) = Yieyg )\;”f(n) be present. After servicing the packets having a current deadline,

the aggregate residual traffic form subgetnder some policy the same service policy = (71, 7o, --,7y) is followed for
f- Then packets from sources that are present and do not have a current
deadline. O
rf s

Ag?(n) 2 Ag(n) VaVf € F (7 Theorem 3.3:The following constraints associated with the

where A" (n) is given by induced packet dropping rate vecttr = (df,d, - - -, d%,) are
g satisfied by any scheduling polic§ € F

max{(), )\g(TL) + As, (n) + )‘TS‘Z (n) - T}7
ANr(n+1) = if As, (n) + A5, (n) < T (18) df >b, YgC SiVfeF (22)

Ag(n), if As, (n) + A%/ (n) > T
A7(n) is called theminimum residual traffic proceder sources Whered} andb, are given in (16) and (19)~(21). O
in g € S,, for a system that is served under a WC-EDD  Proof: Let g C S andz = gNn Sy andy = g N Se.
policy. O Suppose that the packets from sourceg are served under a

Proof: The inequality (17) is self-evident sinck,(n) Scheduling policyf, € J according to which they are given
corresponds to the residual traffic where new arrivals froffS-HoL priority over the packets from sources {i§ — g}.
sources iry are given all excess resourdes. O Thatis, during overload conditions no packet from sources in

Theorem 3.2:Let b, denote the lower bound for the aggre{5 — g} is served unless no packets with a current service
gate packet dropping rate for sources in §a§ C S under deadline from sources iy are present. During underload

any policy f € F. Then this bound is given by conditions, no packets from sources{if, — y} are serviced
while packets from sources im= {g N S2} are present, and

by ={EN (n)|\g(n) > T = TEP(Ay(n) >T),  gSS2  the minimum residual traffic is achieved for setThus

(19)
by = (ED () Pg(n) > T] - TYPOG(n) > T), g€ 8 3 d(n)
(20) iCg - ’
by =AED(n) + A, (Ma(n) + Ay (n) > T] = T} = { g;(n) FA) =T y iiﬁZi ! iyﬁﬁi ST
PO+ N(0)>T), g€ T T e
r={gNS1}#0 and y={gn Sz} #0. (21)

Proof: If g C S», the boundb, is achieved when’(n) From (21) and (23) it is clear that
packets do not see any interference from packet§;irand
{S2 — g}, or equivalently, allZ’ resources are available to dgo =b, (24)
service the\](n) packets. Therefore, by employing (n) in
(11), the proof follows. The probability distribution of thefor all policies f, € F that provide DS-HoL priority to the
minimum residual trafficAy(n) is calculated from (18), as packets from sources ig. Since no other policyf € F can
in Section IV. If ¢ C 51, the proof can be derived as inprovide better service (that is, lower aggregate packet dropping

[6]. If g C S, wherex = {gN S} andy = {gN S2} are rate) to sources i than f,, it is evident that

nonempty b, is achieved when the traffik, (n) + A} (n) does

not see_mterference from traffic from sources{ifi — ¢}. By dg >b, VfeFigcCS§. (25)

generalizing (19), the proof follows. O 0
The following class of policies is needed for the estab-

lishment of the region of achievable QoS vectors under the

WC-EDD policies, as well as for the development of policieB. Region of Achievable QoS Vectors

which deliver any achievable QoS vector for this region.  The main result of this section is the determination of the
Definition 3.4: A deadline-sensitive ordered head-of-lingegion P of the achievable QoS vectors under WC-EDD

(DSO-Hol) priority service policy is defined to be the policyylicies. The following corollary provides a set of necessary

which first separates packets into two sets: packets havigghditions in order for a QoS vectal to be achievable,

a service deadline in the current frame and packets havingoflowed by a corollary regarding an upper bound on the

service deadline in the next frame. The former are serviced aghievable region for QoS vectodsunder WC-EDD policies.

cording to a priority service policy = (71,72, -, 7n5);7 €  Their proofs are self-evident in view of Theorems 3.1 and 3.3.
{12, Np,m # 7,1 < 45 < N. The index ofr  Corollary 3.2: A necessary condition in order for a QoS
indicates the order of the priority given to the source to yectord — (dy,ds, - --,dy) to be achieved by a policy € F

service packets having a service deadline in the current framethat its components satisfy the following constraints
None of ther; sourcegi > ¢ may be served as long as packets

with current service deadline from sourceg, k < ¢, are dy >b, YgC 8 (26)
1As state in Corollary 3.1, the number of service opportunities (or excess ds =bg. (27)

resources) available to the new arrivals(n): € Sa, is independent of the
policy f € F. O
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Corollary 3.3: Let D* denote the collection of all vectors
d satisfying (26) and (27). TheP* is an upper bound on the
region? of achievable QoS vectoi$ That is

D C D (28)
O

The following theorem describes the vectors containeBin
Theorem 3.4:Any vector in the setb* can be expressed
as a convex combination of extreme points (verticesPf
that is,D* may be expressed as the convex hull of its extreme
points D* = convext(D")]. O
Proof: The proof follows from the fact thaD* is a
bounded set defined by a finite intersection of closed half-
spaces [see (26) and (27)]. Then, by definitid®® is a
polytope [11] and Theorem 3.4 follows directly from prop-
erties of polytopes [11]. O
The following theorem establishes a relationship betweery. 3. The region (polytopeP® for a system with two sources.
scheduling policies and the vertices Bf‘.
Theorem 3.5:d" is a vertex (extreme point) of the sBt" if
d" is a dropping rate vector resulting from a DSO-HoL priority
service policyr = (71,72, -, 7N ). O
Proof: Assume thad® is a vertex ofD“. Thend* must
lie at the intersection ofV hyper-planes and its coordinates

Dropping rate, source 2

b
{12}

Dropping rate, source 1

1,2,3)
!

ropping rate, source 3

must satisfyN simultaneous, linearly independent equations
(for definition of a polytope vertex, see [11]), given by 213y w52
Zd::bgjv 7:17277N (29)
tCg;
. 2,3,1) & G612
where one of thg;’s is the setS = {1,2,---,N} and the .
Dropping rate, source 2

remaining(N — 1) are proper, nonempty, and different subsets
of S. Lemma 10.3 (see appendix) establishes that the subsets
g;'s are strictly included in eachother. Therefore, by adopting
the orderg;, C g2 C --- C gy—1 C gy = S, the g;’s are
given by

g1 = {7T1}
gL Cg2= {7T177T2} Fig. 4. The region (polytopep* for a system with three sources.
g2 Cg3 = {m1, 72,73}
Figs.3 and 4 provide a graphical illustration of
theregionD* for the case ofN = 2 and N = 3 sources,
gn-1 Cgn ={m,m2, -, oy} ={1,2,---,N}  (30) respectively. The extreme pointd._;'s correspond to
wherer; € {1,2,--- N}, m # m; for i # j,1 < i,j < N. QoS vectors induced by theV!) DSO-HoL priority policies

By using (21), the following can be obtained from (29) ~ * = (71, 72,---,7y),1 < ¢ < N!, as shown in Theorem
3.5. Referring to Fig. 3, it may be observed that the policy
Ay = b (m1,m2) = (1,2) corresponds to the intersection of the line

for the lower bound on the packet dropping rate line for

source onep(;y, with the system dropping rate link; ;.

Similarly, the second extreme point induced by the policy

(m,m) = (2,1) is the intersection of the lower bound on

" —b b 31 the packet dropping rate for source twho, and by 2.
(mw} = Hmome,emnd = Plmme e mv o} (1) Similar observations can be made for the regibn for a

which is precisely the dropping rate vector induced by trgystem of N = 3 sources, shown in Fig. 4.

DSO-HoL priority policyw = (w1, 72, -+, 7). Thus, forany  Let D,D C D*, be the achievable region of QoS vectors

vertex (extreme point) there exists a DSO-HoL priority policg. The following theorem establishes its convexity.

that induces it. Since it is easy to see that the dropping rateTheorem 3.6:Let d;,d» € D, thends, where

vector resulting from a DSO-HoL priority policy must satisfy _ .

(31), it is evident that these dropping rate vectors will be the ds = ady + (1 — a)dy, azbasld (32)

vertices ofD*. O s also inD. That isD is convex. O

dirsy = Vlmima} = Ofmi}
d?ﬂg} = b{ﬂ'1 RN b{ﬂ'1 7o }
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Proof: Let d;(d») be the dropping rate vector inducedviarkov-modulated processes, in which case it would result
by the policy f1(f2) € F; that is,d;,d>, € D. Consider a in a 2-dependent chain. Such an arrival process would only
scheduling policyfs that at each underloaded frame deciddéacrease the numerical complexity of the analysis for the
to follow the scheduling rule of policyf; with probability residual traffic, but would not impact either the feasibility
« and policy f> with probability (1 — «); the decisions over of the approach (for a reasonable range of parameters) or
consecutive underloaded frames are independent. Notice tia fundamental developments of this work. Therefore, the
no dropping occurs during underloaded frames, and thuesidual traffic is derived in this section under an arrival
any policy f € F could be selected. In fact, any policyprocess with independent increments.

f € F can be selected during an underloaded frame. AsAs seen in (14), future evolution of the total residual
shown in Corollary 3.1, the residual traffic for sour¢en traffic process\y, (n + 1) depends only on the present values
framen,)\;”fl(fz)(n) is only dependent on the policfi(fz) O0f A, (n),As, (n), and As,(n). Therefore, under the the
selected in frame(n — 1) and not in earlier frames, andindependent increment assumption for the arrival processes,
therefore, decisions over the first overloaded frame followingi, () is Markovian with transition probabilities

an underloaded one, follow the policy selected for the previous o .

frame—ensuring that the\;”fl(ﬁ)(n) packets are serviced P(As,(n+1) = i[As, (n) = j)

under policy f1(f2).? Over overloaded frames other than the [ P(As,(n) + min(j + As, (n),T) =1), i>0

first of an overloaded period, policy;(f2) is selected with T POs,(n) + min(j + As, (n), T ), =
probability «(1 — «) independently from the selection in (34)
the previous frame. Note that the selected policy during an

overloaded frame doemtaffect the residual traffic in the nextAssuming the stationary distribution ofs (n) exists, the
frame; refer to (18). It should also be noted that the aggregalistribution vector)g, is easily computed as

traffic As, (n) + \s, (n) is independent of the policy € F

(Theorem 3.1). This implies that the occurrence of overloaded 5, = Ag, (35)
periods is independent of the policy. In view of the above, it is

easy to establish that the dropping rate performance of poliierer is the probability transition matrix with elements;
f1(f2) is induced with probabilityx(1 — o). Thus, the packet given in (34).

dropping rate induced by polic§s is given by The distribution of the minimum residual traffic process
for subsetg in (18) is found by conditioning o\, (n). As
d; = adi + (1 — a)ds. (33) shown in Theorem 3.1, no matter what the subgeinder

) ) ) o o consideration, the quantitys, (n) is conserved. The stationary
Sinceds is achieved by a policy i, d3 € D, establishing gistribution for \'(n) is found as
g

the convexity ofD. O
The next theorem establishes the regiBnof achievable N(n) = i) — PO(n) = i\" 1) =
Q0S vectors, (Ag(n) = 1) =D~ P(Ay(n) = i|A5, (n — 1) = j)
Theorem 3.7.D = D*. O T
Proof: Since D C D* (Corollary 3.3), it suffices to Ps, (0 =1) = 7). (36)
establish thatD* C D to complete the proof. Notice thatFrom the independent increment assumption
D* = convlext(D*)] (Theorem 3.4) and thab is convex
(Theorem 3.6) and, thus, {ext(D*)} C D thenD™ C D. The POL(n 4 1) = i|N5, (n) = 5)

J

latter holds true since the extreme points¥f are induced by o N
the DSO-HoL priority policies (Theorem 3.5) and thus, these = {ﬁgggng IEEEJ I isl Eng’% ;%— i), ’ ig
points are in the regio® of achievable QoS vectors. O g\ J S\ ) =5 ' _(3'7)

IV. ANALYSIS OF RESIDUAL TRAFFIC

In this section, the probability distribution of the min- V. A CLASS OF PoLICIES

imum residualtraffic process\’(n) is derived. The main LetCpso-nor denote the class of DSO-HoL service policies
developments in this paper (presented in the previous s@&c-introduced in Section IlI-A.

tions) are valid for any arrival process and can lead to Definition 5.1: In eachunderloadedrame, aMixing DSO-
numerical results, provided that the distribution on the totbloL Policy f,, decides to follow the DSO-HoL policyr*
residual traffic process?, (n) is characterized. In this section,With probability a;,a; > 0,1 < i < NLYY, o = 1

the residual traffic distribution is determined under arrival€cisions over consecutive under-loaded or overloaded frames
processes\;(n),i € S that are mutually independent ancire independent. The DSO-HoL policy from the previous
have independent increments. The residual traffic process ¢éder-loaded frame is chosen in the first overloaded frame.

also be determined under other arrival processes, such@@arly, f. is completely determined by th¥! dimensional
vectora,a > 0,1 -a = 1. Let Mpso-nor, denote the class of
20therwise, packets dropped in the overloaded frame under pflieyould SléCh policies. O

be associated with the residual traffic generated in the previous (underloade )I.h f of the followi h foll di v f
frame under policyfz; the resulting performance would be that of neitlfier e proof of the following theorem follows directly from

nor fo. the proof of Theorem 3.6.
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Theorem 5.1:The dropping rate vector induced by a Mix- ve Eom
ing DSO-HoL policy is given by B B

N!
dm =3 dla. (38)
=1

The following theorem establishes the main results of this
section.
Theorem 5.2:For each packet dropping rate vectbe D
there exist a policyf,, € Mpso-uor that inducesi. O
Proof: Letd € D, thend = ©¥, a;dexi-; for somea =
(C)él,OéQ,"',OéN!) whereq; > 0,1 < < N!,Ei\f!l a; = 1,

since any point irfD can be written as a convex combination

of the extreme points (verticed)-; of D(= D*); eachdy-;

is induced by some policy i€pso-nor. (Theorem 3.5). _ _ o
Let f,, be the mixing policy which selects the HolL pri—gfu' n5ds gf‘t’ﬁzs\?%_gg’rfrgfnr;&eo?opuor;i?eg_”der any policy and the sufficient

ority a* (that inducesd..-;) with probability ;. The packet

dropping rate vectod’ induced by, is given by

Dropping rate, source 2

Dropping rate, source 1

(denoted here as an unconstrained (UC) policy) satisfy the

o ﬁ': e (39) following conditions:
=t bPP >0)¢ Vg S
and thusf,,, inducesd. O bgc > bgDD_ (44)
The following corollary is obvious in view of the above
theorem. b, © is theunconstrainedower bound on the dropping rate for

Corollary 5.1: Letd € D be a target packet dropping ratghe sources in sef. This bound is achieved by considering
vector. The mixing policyf,, = & inducesd, wherea is such  that packets from sources in gepnly are present and serviced

that under a WC EDD policy; sources ifiS — g} are considered
N to be absentb;“ is calculated by applying (11) and (14) to
Ealdext] 2 Z Qilexi-i = d (40) the setg only. That is, replacing; andS, with z = {gN S;}
im1 andy = {g N Sz} in (11) and (14), respectively.
a>0 (42) Since no policy can do better for sources in géhan bgc
1. a=1 (42) when all sources inS are present, the following necessary

conditions must be satisfied by any QoS veafowhich is
where Eq ] is weighted average of the set of extreme pointgchieved under some policy:

d.:, of D with respect to the probability mass functien ]
dg >0  VgC S

EDD
VI. UPPERBOUND ON THE REGION OF ACHIEVABLE Q0S ds 2bs . (45)
VECTORS UNDER ANY SERVICE POLICY

In the previous section the region of achievable QoS vecto}ge following proposition is self-evident in view of the above

induced by WC-EDD policies (denoted in this section bylscussmn.

DEPDY was determined and described in terms of conditions Proposmr:)_n 6'3: Ar:j upperl_boungcczbn_ the reg;)on of QoS
(26) and (27), restated (using superscript EDD) as vec'Fors achieved undemy poicy D¥- Is given by (45)L]
’ Fig. 5 depicts the regio®""”P and DV for the case of

dy > b?““ YgC S two sources.

ds =bg"P (43)

EDD EDD VII. REGION OF ACCEPTABLE QOS \ECTORS
bs an_d{)g are Iovv_er bounds on the performance O.f we- Definition 7.1: The region of acceptable QoS vectors,
EDD policies as given in (11) and (21), respectively. Itis WelJél(D) associated with the region of achievable QoS vectors
known that the WC-EDD policies optimize the systéif) ’ 9

o . D, is established by relaxing the equality condition on the

performance by minimizing théS) dropping rate. Therefore, . . .
. X .S performance. It is defined to be the region of vectdys

any policy that attempts to improve (decrease) the dropplggtisfyin
rate for a subset of sourcgsbeyond the lower bound shown 9
in (18)—(21) by relaxing the EDD condition will result in 4 >b Vo C S
increasedS) dropping rate. That is, the lower bounds on the g ="9 g
dropping rates achieved by the WC-EDD policies and the class ds 2 bs. (46)

of policies which do not necessarily satisfy the EDD condition O
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TABLE | TABLE I
LoweR Bounps oN DRoOPPING RATES UNDER WC-EDD PRoLicIES LoweR Bounps oN DRoPPING RATES UNDER ANY POLICIES

pEDDEDD[,EDD TR
1 2 L 2
0.100 | 0.160 | 1.856 0.10010.001

Proposition 7.1: If d € A(D) then there exists a vector 2
d' € D which is such thatl, < d,Vi € S. O

The proof of the above proposition may be found in [6].
Proposition 7.1 implies that if the required QoS veadds in
A(D), there exist a policy which can deliveror better (that
is, less than the dropping rate required by any source) and
thus, the call can be admitted into the network. Fig. 5 depicts
the acceptable regios(DFPP) and the upper bound on the
region of achievable QoS vectoR3VC,

A(DEPP) contains all the QoS vectors which can either
be delivered exactly, or a better QoS vector can be delivered 2 DSO_HoL (2.1)
under some WC-EDD policy and, therefore, completely de- o b
scribes the call admission regicRV“:* is an upper bound on ol ‘ ‘ ‘ N
the QoS vectors which can be delivered under any policy. ° 08 ! s 2 22

DSO-Hol (1,2)

T T T T T
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0.6
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Dropping Rate, Source 2 (packets/frame)

VIIl. N UMERICAL EXAMPLE AND VERIFICATION 016%"\’“
16 e ———— ]
THROUGH SIMULATION

0.14- EDD \
b, Y —— Numerical Bounds
N + Simulation Results
0.12 Y

0.1} \

In this section, two examples are presented for a system with
two and three sources, respectively, competindlfalots in a
TDMA frame. The source packet arrival processes are assumed
to be mutually independent. Each process is described in
terms of a sequences of independent and identically distributed
random variables embedded at the frame boundaries. Let
E* ={0,1,---, M* — 1} denote the state space of the arrival
process associated with sourke

Consider a system in which there are fi{#@ = 5) slots per
frame to service two sourcek,= 2. In this example M* =7 |
andM? = 7 and when in staté, a source generatéspackets 9% 16 s s Ty
in the current frame. Source one has a maximum arrival rate of Dropping Rate, Source 1 (packets/frame)
6 packets per frame with an average per frame arrival rate '%]]‘ 6. Evaluation of a numerical example with supporting simulation re-
3.6. Source two has an average arrival rate of 3.2 packets pak.
frame with a maximum arrival rate of 6 packets per frame.

Sources one and two have state probability distributions of | . . o . .
(0.0,0.1,0.1,0.3, 0.2, 0.2, 0.1) and (0.1, 0.0, 0.4, 0.0, 0.3, 0%9pp|ng rgte. _Th|s result is verified through simulations and
0.2), respectively. Source one has a maximum delay toleraftgPlayed in Fig. 6. o

of 1 frame, while sources two has a maximum delay tolerance!n the simulation results, policiéswere generated that
of 2 frames. ranged from a policy that giveall packets from source two

The region of achievable QoS vectors under WC-EDEFTVice priority over packets_, from source one, to the DSO'
policies for this system is calculated from (11), (14), (18), arldOL Service policyr = (2,1) in which only the packets with
(21); the bounds on the dropping rates are given in Table . TR&Urrent service deadline from source two were given priority
unconstrained lower bounds were evaluated by applying (ﬂ\jer packet from source one. Under the former policy, the UC

and (14) to each sourde only, and the results are presentetPWer bound(b; = 0.001) is achieved for source two, but the
in Table Il. Notice that the unconstrained lower bound fo?YStem dropping rate is increased from its minimum of 1.859

source onebVC cannot be decreased beyond the WC-ED® 2:025 packets per frame. The three policies which induce
lower boundbFPP since every packet from source one has tge other points shown in Fig. 6 were obtained by varying the

maximum delay tolerance of one frame. The WC-EDD bourfgfduéncy at which source two was allowed to violated the

for source two can be decreased by relaxing the EDD conditigPD condition. As is clearly observed in Fig. 6, for each of
on the system; that is, if the policy allows service to nefne four policies that violate the EDD condition, the resulting

arrivals from source two before packets from source On%\{stem dropping rate is increased compared to the conserved

a lower dropping rate will be delivered to source two. ThayStem dropping rate induced by WC-EDD policies.

decrease in_ the dropping rate beyond the' WC'EDD bound fOle"The performance of the DSO-HoL policy = (1, 2) was also verified
source two is achieved at the expense of increasing the systefugh simulation and is displayed in Fig. 6.

0.081 EDD///' N
0.06f \

0.04 \

Dropping Rate, Source 2 (packets/frame)
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As it was shown in Section IlI-B, satisfying the condition 0.12 ‘ . ‘ :
on the system performance, given by (27), is only necessary T e petormance, d
and not sufficient to guarantee that the target QoS vector is -
achievablé€. To illustrate this concept, consider the system
given in the previous example and ldt = (0.099,1.760)
be the target QoS vectod satisfies the condition on the
system dropping rate, that i& = b5PP = 1.859. Although 0.06 e
dy < bYC = 0.100 and thus, the target QoS vector cannot be W ™~
achieved under any policy. For this system, the best possible £ ;4l /32 1
performance source one can receive is if it is given absolute

service priority, resulting in dropping rates of 0.100 and 1.759 0.02 3

0.1

0.08+

Dropping Rates (packets/frame)

for sources one and two, respectively. The overall system e

performance is satisfied, but source one is experiencing poorer o ‘ ‘ , ‘ , ‘ ‘ ,

service than what is desired, while sources two is experiencing 05 1 15 2 25 3 35 4 45 5
Number of Frames x 10

improved performance.
To illustrate the design of WC-EDD scheduling policies',:i9~ 7. Time-averaged dropping rate for each source under the pglicy
consider the following example consisting of three VBR

Sources competinlg for HQZ Z) slots gf a TDMA frame. 5 guarantee the achievement of the resulting policies. For
In this exampleM™ = 3, M= =5, and M* = 7 and when injnstance, among all mixing policies inducidgthe one which
state:, a source generatépackets in the current frame. Eachyinimizes the variance in the service provided to certain

source is modeled by a sequence of i.i.d. random variablgsi rces may be identified. Such additional objectives will be
with a maximum arrival rate of 2, 4, and 6 packets per framBursued in the future.

respectively. The probability distributions for each source
are (0.200,0,0.405,0.295,0,2.00), (0.600,0,0.400,0,0,0,0) and
(0.360,0,0.480,0,0.160,0,0), for source one, two, and three, IX.  CONCLUSION
respectively. In this work, the call admission region was precisely deter-
Packets from source one have a maximum delay tolerancewfied for a system of heterogeneous VBR sources serviced
1 frame, while packets from sources two and three can tolerateder policies that are WC and that satisfy the EDD service
delays of up to 2 frames. The maximum dropping probabilitiesiterion (WC-EDD). The QoS requirements for each applica-
(resulting from delay violations) acceptable for sources orign were defined in terms of a maximum tolerable packet
two, and three arg; = 0.02,p, = 0.01, andps = 0.02. The delay and dropping probability. In addition to determining
QoS vector in this case i# = (0.064, 0.008,0.032). the call admission region, a class of scheduling policies was
By using (46), it can be determined théis in the region of developed which deliver (or better) any performance in the
acceptable QoS vectors for WC-EDD policies. Furthermore,dall admission region established for WC-EDD policies. The
can be shown thad € DPPP | and thus (as shown in Sectioneffectiveness of these policies in delivering the QoS vectors
V) there exists a mixing DSO-HoL policy,,. = «, delivering was verified through simulation. Also, an upper bound on the
it. Any « satisfying (40)—(42) of Corollary 5.1 may be choserregion of QoS vectors that can be achieved under any policy
For this example, the following, was chosen by employingwas determined. Numerical examples were presented with

linear programming techniques simulation results verifying the theoretical results presented
in this paper.
o] = 0
oy = 0
as = 0.3367 APPENDIX
a, = . 47 . .
ay = 0.5386 Lemma 10.1:1f X4 (\g) are generic random variables
a; =0 representing the minimum residual traffirom sources in
g = 0.1248 set A(B) C S in framen (as defined in Lemma 3.1), then
In Fig. 7, the time-averaged performance for each souréé()";) satisfy the following :
under the selected mixing policy,,, is displayed. It can be _ r r
seen that the target dropping ratés, (and therefore dropping AaFAn =Ao(n) + )\y(n),,Jr Aoln) X (n)
probabilities) are achieved for each souice 1,2, 3. < Mawd (1) + Ayuwy (1) + Aaney ()
As is expected from the formulation of the constraints, + Ayt ()
more than one solution may be found. This allows for the =Maup} + Aansy VA, BCS (48)

incorporation of additional constraints representing other de-
sirable qualities of the policies. Functions of interest may beherex = {AN S1},y = {AN S2},{v = BN S1}, and
minimized subject to the constraints presented in this paper = BN Ss}. O

4In the special case of a homogeneous system, such as a cellular voiceResidual traffic from sources irf; refers to the traffic that has a
system, satisfying (27) is sufficient to guarantee that the target QoS vectotramsmission deadline in the current frame. Thus, the minimum residual traffic
achievable. This result has been established in [6]. for sources in seb is just new arrivals from sources if} .
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Proof: Sincex,v C Si, Az(n) + Au(n) = Afpuwy(n) +
Afznwy(n) and therefore (48) holds if

WAL S Xy )+ Xy (0) 0 € S
49

As stated in Corollary 3.1, the number of service opportunities
for the new arrivals);(n),i € S2 (or excess resources)
is independent of the policy € F. Let X represent the
number of such opportunities in any given frame. Therefore

by definition in (18), (49) is rewritten as
max{0, A, (n — 1) — X} + max{0, \,(n — 1) — X'}
< max{0, Ayyuwy(n — 1) — X}
+ max{0, A\(yrwy(n — 1) = X} Vy,w C Sy (50)

As can be seen from (18), equality holds in (50) when(n )+
A5, (n) > T, sinceX = 0. When Ag, (n) + A5, (n) < 7" and

Casei: If Ayrw(n — 1) < X and A,(n — 1) and/or

Aw(n — 1) < X, then (50) hold$.
Caseii: If Ayjrw(n —1) > X = Ay(n — 1), Ap(n —
1) > X, then equality holds in (50).
Caseiiii: If Ayrw(n —1) < X and A\, (n — 1), A,(n —
1) > X, then
Ain—1) =X+ A(n—-1)-X
=X(n—1)+Ap(n—1) —2X
= )\[wa} (7‘L — 1) - X+ ()\[yﬂw} (7‘L — 1) — X)
< Auwy(n — 1) = X +max{0, A\gyruy(n — 1) — X}
(51)

and thus proving Lemma 10.1. O

Lemma 10.2:54 [defined by (21)]: is a super-modular set

function; that is
ba+bp < brausy +branny (52)

and equality holds only ifand only if C BorBC A. O

Proof: Let A4 (Ag) be generic random variables rep-

85

Assuming that all sources are independent, thgnand Ag
are independent since setsand B are disjoint, thus,

P+ s > T)
IP()\A >T)P()\B ST)-FP(AA ST)P()\B >T)
+PAASTAB ST, A+ 25> 1)

+P(As > T)P(\s > T) (55)

and therefore (54) may be written as

brauvsy 2{EMa +Ag[da > T Ap <T]-T7}

P(0s > T)P(Ap < T)

Y {EDa+ Asa < T g > T] - T}
“P(Ay <T)P(Ap >T)

+{EAs+ 28| a>T, A>T - T}
-PAa>T)POAp>T)

+{EPa+ A A ST A < T,

M+ Ag>T] - T}

-P()\AST,)\BST,)\A+)\B>T). (56)

Expanding the expected value operator oxgrand Az and
rearranging terms, (56) can be written as

brausy 21EPa|da > T =TP(Aa > T)
+{FAp|lAp >T|-T}P(Ap >T)
+ EAa|Aa STIP(A4 S T)P(Ap > 1)
+ E[Ap|Ap < T
P(hs > T)P(\g < T)
+TP(Ay >T)P(Ag >T)
+{EPa+ 2B A ST A < T,

Aa+Ag>T]—T)

PO ST A <Tha+ g >T)

=bpay +bmy +K (57)

resenting the minimum residual traffic from sources in sethere

A(B) C S in frame n. Using Lemma 10.1, the following

can be established:

{E[)\A + )\B|)\A + A > T] - T}P()\A + A > T)
<H{ED(ausy + AMpansyAausy + Apansy > 11— T}
“P(Aauy + Apanpy > 1), VA BCS. (53)

Case (I): AssumeA and B are disjoint(AN B = ), then
(53) is written as

{E[)\A+)\B|)\A+)\B > T]—T}P()\A—i-)\]; > T) < b[AUB}-
(54)

The following implication is self-evident:

A>T Ap LT
A <T Ap>T
A>T Ag>T
MM ST A ST, A4+ A > T

A+ Aip>T —=

6Under Case i, strict inequality holds ¥, (n — 1), Aw(n — 1) < X and
)\{yUu,}(n -1)> X.

K =Ea|da < TIPOs < T)POp > T) + EDp|As < T
- P(A\y > T)YP(Ap < T)+TP(As > T)P(Ap > T)
+{EPa+ABda T, A < T,

Aa+Ag >T)-T7}

POy ST A ST, As+ A >1T). (58)

Notice thatXC > 0 (for the cases of interest corresponding

to 77 > 0). Thus, from (57), and sincég 5y = 0 for
{AnB} =10

ba+0bp <bausy +bransy (59)
or

ba+bp =braumy +bansy — CHP (60)

whereC+-# > 0 is the additional expected number of dropped
packets as a result of the competition for resources between

sources in setd and B when {A N B} = . The following
property regarding”*:# is used to complete the proof.
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Property 10.1:

C[AUJC},B _ CA’B >0 (61)

when{ANB} =0,z ¢ {AUB}andz € S. O
Proof: By definition of C4:# in (60) and by (21), (61)
may be expressed as
Elmax(Araupusy — 7,0) — max(A{augsy — 1,0)
—max(Ag — 1',0) — max(Asupy — 17, 0)

+max(Ag —T,0) + max(Ag — T,0)] > 0. (62)

Consider the following cases for each realization.
Casei: If A4 > T then by Lemma 10.1, (62) holds.

Caseii: If Af4uzy 2 T and Ay < 7T, then using Lemma

10.1

A{auBuzt — A{auB} — Mauey T 1 2 Az — Afaua

+T>-X4+T>0. (63)

Caseiiii: If Asupy > T and A4,y < T, then using
Lemma 10.1

A{auBuz) — Afausy 2> 0. (64)
Case iv: If A supuzy > T andA4upy <7, then
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Lemma 10.3:The sety;, j = 1,2,---, N, that satisfy (29),
defining the vertices of the polytop®*, must be strictly
included in each other; that is

either hj :gj—(gjﬂgk) =0 or hy :gk—(gkﬂgj) =0
(72)
for all g; and g in (29). O
Proof: Let g; and g be two sets satisfying (29). By
adding the corresponding equations the following is obtained:

gy +higy = D di+> di= > di+ >

1€g1 1€g2 i€{g1Ugz2} i€{g1Ngz}

(73)

2.

1€{g1Ug2}

d;( = b{(]l} + b{ﬂz} -

> dr.

1€{g1Ng2}

(74)

Since for any subset of, (26) must be satisfied, then for
{91092}, Bicging.1 4F > big,ng.3, the following is obtained
from (74):

2.

i€{g1Ug2}

d: < b{sh} + b{gz} - b{gl Nga}+ (75)

Suppose now thag; andg. are not strictly included in each
other. That ish; = g1 — (g1 n gg) andhy, = go — (g1 n gg)

Therefore, the random variable operated on by the expectgd

value operator in (62) is nonnegative. Provided any event that
causes this random variable to have a positive value (as the
ones indicated) has a nonzero probability (which is true for
nondegenerate cadgs(62) is satisfied, thus proving Property
10.1. O
Case (Il): Assume thed and B are not disjoinf{ AN B #

both nonempty. Then, Lemma 10.2 implies that

0). By writing {A U B} as the union of the disjoint sefst}  Therefore,

and {B — A} and using the results from Case | (60), the
following can be written:

braumy = biavip—ay = ba +bp_ay + A=Y (66) or

Similarly, by writing setB as the union of the disjoint sets

{An B} and {B — A}, the following can be written:
bB _ b[AﬂB} + b[BfA} + C{AﬂB},{B—A}

or

clANBY,(B-A}

bip—ay =bp — bpanpy — (68)

Finally, by combining (66) and (68), the following is obtained:

braupy +bianpy = ba+bp+CANP=A_ClANBLIB=A} H

(69)
If A Cc B then [2]
oAy {B—Aa} _ o{anB}{B—A} _ {4} {B—A} _ o{4}.{B-A}
=0. (70) 3]

Similarly if B C A. If A¢ B,then{AnB} Cc Aand by [4

Property 10.1
OotAb{B-A} _ olanBL{B-4} |

(71) (5]

completing the proof of the lemma. O [6]

A degenerate case is when there is no packet dropping in the system, that
isby =bp =braupy =0.

b{m} + b{gz} < b{m ugs} T b{m Mgz} (76)

bigy T 0{g.} — Vginge} < b{giuge)- (77)

Do & by +big) ~bang) <Dlauw)  (78)
iC{g1Ug2}

Z di < bigiug) (79)

ic{g1Vg2}

(67) which impliesd* ¢ D, this is a contradiction sincd" is a
vertex of D", Thus the assumption that are strictly included
in each other follows.

O
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