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ABSTRACT

Ontology-based Data Acess (OBDA) is a method for linking an ontology, which encodes
knowledge about the classes and properties of entities for a given application domain,
to underlying data sources. These data sources, managed by specialized systems, can
be in various forms and usually reside in pre-existing repositories. The linking is accom-
plished through declarative mappings, which are used to generate ontology terms from
information in the data sources. Instead of materializing all the ontology terms, the user
of the relevant application can pose a query over the ontology, and then a process of
query transformation is carried out, which has as a result a query in the native language
of the underlying data sources. This resulted query is then executed, and the results are
presented to the user, transformed as ontology terms. This approach, also known as vir-
tual knowledge graph approach, has the advantage that provides the user with a familiar
vocabulary over which he can pose a query, concealing details about the underlying data
sources, such as complex schemas and storage particularities. On the other hand, the
process of transforming the initial query over the ontology into a query over the underlying
sources, leads in many cases to complex and large queries.

In this thesis, we study the problem of efficient query answering for OBDA systems from
a database perspective, concentrating on the ontology language OWL 2 QL, which is a
dialect of the OWL family specifically tailored for the case where massive data are stored
in an external data source. We are also concentrating on the case where the initial query
posed over the ontology is in the form of a union of conjunctive queries. As expected,
this issue heavily depends on the exact kind of the underlying data source. For this rea-
son we make a distinction between three different commonly encountered scenarios. In
the first scenario we consider that the underlying system is a single relational database
management system. In the second scenario we consider that we have a federation of
different relational systems. Finally, in the third scenario we consider the case where data
are stored in a specialized triple store in the form of RDF statements.

For the first scenario, we identify redundant processing as a key problem in OBDA query
execution over a relational system. Examples of such processing are duplicate answers
obtained during query evaluation, which must finally be discarded, or common expres-
sions evaluated multiple times from different parts of the same complex query. Many
optimizations that aim to minimize this problem have been proposed and implemented,
mostly based on semantic query optimization techniques, by exploiting ontological axioms
and constraints defined in the database schema. However, operations that introduce re-
dundant processing are still generated in many practical settings, and this is a factor that
impacts query execution. To handle this issue, we propose a cost-based method for query
translation, which starts from an initial default translation and uses information about re-
dundant processing in order to come up with an equivalent, more efficient translation. The
method operates in a number of steps, by relying on certain heuristics indicating that we
obtain a more efficient query in each step. Through experimental evaluation using the



Ontop system for ontology-based data access, we exhibit the benefits of our method.

For the second scenario we have developed a system that acts as a mediator between
the OBDA system and the federated databases. This system, built using the Exareme en-
gine, decomoses the produced query into different fragments, sends these fragments for
evaluation in the external databases and imports the intermediate results that correspond
to these fragments. Finally, these intermediate results are combined in order to produce
the final query result. During this process, we have adapted techniques and methods from
database literature for usage in the context of OBDA. These methods cover areas such
as data integration, common subexpression identification, caching of intermediate query
results and distributed processing. The developed mediator system has been integrated
into the platform of the Optique reseacrh project and has been successfully deployed in
a demanding real world use case, federating seven different databases which contain
geological data.

For the last scenario, we have developed PARJ, a specialized in-memory RDF store which
takes into consideration ontological hierarchies during join processing with very low per-
formance overhead, using on-the-fly computation of the inferences regarding class and
property hierarchies. In the spirit of the OBDA apporach, PARJ avoids expensive pre-
processing and materialization of implications. PARJ is also amenable to straightforward
parallelization. Specifically, we present a join implementation that allows to achieve any
desired degree of parallelism on arbitrary join queries and RDF graphs stored in mem-
ory using compact vertical partitioning. We use an adaptive join processing approach,
such that we take advantage of complete or even partial ordering of RDF data, which is
compactly stored in order to increase spatial locality and keep memory consumption low,
coupled with an ID-to-Position vector index used when ordering does not allow for effi-
cient scanning of the input relation. Finally, we experimentally show the efficiency and
scalability of our proposal.

SUBJECT AREA: Databases

KEYWORDS: OBDA, Query Optimization, Semantic Web, Knowledge Graphs, Data In-
tegration



NEPIAHWH

21NV €IMOTNUOVIKN TTEPIOXN TNG AvatrapdoTtaong N'viong Kal ZUAANOYIOTIKNG, Ol OVTOAOYIEG
dladpaparidouv KaBopIoTikG POAO 0TN HOVTEAOTTOINON YVWONG YIA £VAV TOPEQ EQAPHOYWV.
Mia ovTtoAoyia KwOIKOTTIOIEI TTANPOQPOPIEG OXETIKA HE TIG KATNYOPIEG QVTIKEIMEVWV TOU
TOMEQ KAl TIG OXEOEIG METALU TOUG, TTAPEXOVTAG OTOUG XPNOTEG TNG EQAPMOYAG ME MIa
OIKEia povTeAoTToinoNn TOou TOpéd. EmmAfov, adlwpoTa eKQPACHEVA OE AOYIKN Kal
KwOIKOTTOINUEVA OTNV OVTOAOYia, YTTOPOUV va XpnoIdoTToinBouv yia TRV atréKTnon vEag
yvwong péow ouptrepacpou. H Koivotrpadia tou traykodopiou 1otou (World Wide Web
Consortium-W3C) ouvioTd Tn xprion TG YAwooag ovioloyiwv OWL, wg TNV olkoyEévela
YAWOOWV yIa avatrapdoTaon yvwong oTov TTayKOOUIO 10TO.

H avaktnon &edopévwyv Bdaoel ovroloyiwv (Ontology-based Data Access-OBDA) eival
MIa puEB0dOC dIacUvOEONG OVTOAOYIWV HE UTTOKEIUEVEG E€CWTEPIKEG TTNYEG OEQOPEVWV
MEOW ONAWTIKWV avTioToIXiocewv (mappings). O1 CUYKEKPIYEVEG QVTIOTOIXIOEIG JTTOPOUV
va BewpnBolv wg Kavoveg TTou OnuIOUPYoUV QVTIKEIMEVA Tng ovtoAloyiag PBdoel
ETTEPWTNOEWV OTA €EWTEPIKA dedopéva. 2Tn OUVEXEIQ, Evag XPROTNG UTToPEi va BEoel
MIa ETTEPWTNOCN OTNV OVTOAOYIQ KOl QUTH N €TTEPWTNON MTTOPEI VA PETAPPACTEI OTN
YAWOOQ ETTEPWTIOEWY TOU UTTOKEIMEVOU OUOTAUOTOG DIaXEipIong dedouEvwy, 1 aANIwg
TNG €CWTEPIKNG TTNYNG BEDOUEVWY, XPNOIKOTIOIWVTAG TIG AVTIOTOIXIOEIG KOl ATTOOTEAAETAI
Yl EKTEAEON, TTAPEXOVTAG OTO XPNOTN Ta €mMOUUNTA atmmoTeAéopaTta, oav Ta dedopéva va
atroteAovoav eEApXNG MEPOG TNG ovToAloyiag. Mapd 1o 611 atrd GTTown TTOAUTTAOKOTATAG
UTTAPXOUV QTTOTEAECUATIKOI GAYOPIOUOI yIa ATTAvVTNON ETTEPWTHOEWY O CUCTANATA TTOU
TTPAYUATOTTOIOUV avakTnon dedopévwy Baoel ovioAoyiwyv (OBDA-cuoTrpaTta), To TEAIKO
EPWTNMA TTOU TTPOKUTTTEI KAI TTOU TTPETTEI VA EKTEAEOTEI OTIG EGWTEPIKEG BACEIG OEDOPEVWV
gival o€ TTOANEG TTPAKTIKEG TTEPITITWOEIG TTOAUTTAOKO Kal peydAo. MNa TTapddeiyua, dev ival
aouvABioTo o€ éva Tutrikd OBDA oevaplo, o€ TTEPITITWON TTOU 0TAV ovToAoyia opidovTal
MEYAAEG 1EpaPXiEC KAATEWVY KAl IOIOTATWY, PIA apXIKI) OUCEUKTIKA ETTEPWTNON TTAVW OTNV
ovToAOyia VO PETAPPACTEI O MIO €vWon OUCEUKTIKWY ETTEPWTACEWY, TTIOU UTTOPEI va
TTEPIEXEI EKATOVTADEG I XINADES UTTOEPWTAMATA.

H Ttapouca dI0aKTOPIKA dIaTPIPr) TTPOCQEPEI TEXVIKEG VIO TNV  QVTIUETWTTION TOU
TTPOAVOPEPBEVTOG NTAMATOG ATTO TNV TTAEUPA TWV BACEWV OeOONEVWYV. ZUYKEKPIPEVA,
ETTIKEVTPWVOPOOTE oTnV dIdAekTo OWL 2 QL TnG olkoyévelag YAwOoOWV yia OVTOAOYiEG
OWL, n otroia &i1dAekTOG €ival €10IKA TTPOCOPUOCHEVN YIA TNV TTEPITITWON HETAYPAPNGS
ETTEPWTACEWY OTAV EXOUME MAJIKA OcdOUEVA OE ECWTEPIKEG TTNYEC. 2€ OXEON ME TIG
QVTIOTOIXIOEIG AVAPECT OTNV OVTOAOYia KalI TIG EEWTEPIKES TTNYEG, ETTIKEVIPWVOUACTE OTNV
yAwooa avTioToixnoewv R2RML, n otroia atroteAei emionun cuotaon tou W3C, 1] dAAeg
YADOOEG TTAPOUOING EKPPACTIKOTNTAG. € AUTO TO TTAQICIO, KAVOUNE JIa dIAKPION WETALU
TPIWV dla@opeTIKWV oevapiwv OBDA, avdAoya e TO €idOG TOU UTTOKEIMEVOU GUOTHNATOG
dlaxeipiong dedouEVWY, Kal UAOTTOIOUME ATTODOTIKEG TEXVIKEG YIa KABE Eva atrd Tpia autd
oevApIa. ZUYKEKPIYEVA, KATA TO TTPWTO OeVAPIO Bewpouue 6T Ta dedouEva atTobnkeuovTal
o€ Mo eEwTEPIKA OXeolakn Bdon dedopévwy Pe aubaipeto oxeolakd oxAua. Katd To



OeUTEPO OeVApPIO Ta dedopEva atToBnNKeUOVTAl 0€ TTOAAEG EEWTEPIKES PACEIC DEDOUEVWY,
OTTOU N KaBepia €€l TO BIKO TNG OXAMUA KOl UTTOPEI va BPIioKETAI 0€ BIAQOPETIKI TOTTOBETIQ.
TéNOG, OTO TPITO OEvApPIO Ta UTTOKEIMEVA dedouéva BpiokovTal UTTO TNV Popen ypdeou,
akoAouBwvTag 1o povrédo RDF, kai gival amoBnkeupéva oe éva €CeIBIKEUPEVO oUOTAUA
dlaxeipiong autou Tou €idoug Twv dedouévwy. To RDF cival éva poviéAo dedouévwv
EUPEWG XPNOIMOTTOIOUMEVO YIA TNV EVOWHATWON OEDOUEVWY ATTO DIAYOPETIKEG TTNYEG,
akoAouBwvTag éva atrAG oXrNua ypAd@ou KATd TO OTToio Ta dedopéva PHovTEAOTTOIOUVTAI
WG TPITTAETEG TTOU €XOUV TN JOPEPN UTTOKEIMEVO-KATNYOPNUA-AVTIKEIMEVO. 2€ KABE éva aTTo
auTd Ta oevaplia TTPoTEIiVOVTal AUCEIG Kal avaTITUCOOVTAl CUCTAUATA Ta OTToia BEATILOVOUV
TOUG XPOVOUG €KTEAEONG ETTEPWTNOEWY, EVW N OUVEICPOPA TNG TTapoucag OIaTPIRAG
EMPRERAIWVETAI EPTTEIPIKA PE TRV DIECAYWYH EKTETAUEVWV TTEIPAUATWV.

OEMATIKH MNMEPIOXH: Baoeig Aedopévwv

AEZEIX KAEIAIA: Avdaktnon Aedopévwyv Bdoer Ovrtoloyiwyv, BeAtioTotroinon
Emepwtiocwy, Znuacioloyikog loTtég, Mpagol Nvwaong, Evotroinon Asdopévwy



2YNONTIKH NMNAPOYZIAZH THZ AIAAKTOPIKHZ AIATPIBHZ

Eicaywyn

21NV €moTnUovIKn Treplox NG Texvntg Nonuoouvng ol ovioAoyieg atroteAolv €va
QPOPHOAANIONO PE OTOXO TNV EVVOIOAOYIKI) avaTtapAdoTacn yvwong yia KATolo T1Tedio
EVOIOPEPOVTOG. 2€ Mia OVTOAOYIO TA QVTIKEIYEVA TOU TTEDIOU KATAXWPEOUVTAI O KAAOEIG
avTikeIyévwy.  MNa mTapdadeiypa, av BEAOUPE va UOVTEAOTTOINCGOUME TNV TTANPoQopia
OXETIKA PE £va OXOAgio, Ba YTTOpoUCaANE VA OPICOUNE AV KAAOEIG AVTIKEIUEVWV TIG €ENG:
KAGHIMHTHZ, MAGHTHZ, MAGHMA, ANOPQIMOZ. 'ETol 6a yttopoucape va TToupeE 611 0
MNwpyog gival yadntAg, o KUpIog Mepaaipou gival kabBnynTtAg kal n Mouoikr gival yaénua.
‘Emreita, otnv ovroloyia opifovtal 1010TNTES (1) pOAoI) pNECW Twv OTTOI0 CUuOoXETICovTal
OUYKEKPIMEVA avTIKEIuEVa Tou TTediou. MNa TTapdadelypa, 6a pmropoucape HETAEU GAAWY va
é¢xoupe TNV 1I010TNTa AIAAZKEL yia va TToupe 611 0 KUpIog epaacipyou d10AoKEl youoikr). H
opYAvwWon TWV KAAOEWV Kal TwV IOI0TATWY C€ Jia OVTOAOYia OUVABWG EXEI IEPAPXIKA dOUN.
MNa mmapddeypya prropoupe va TToupde 0TI N kKAdoelg KAOHIMHTHE kai MAGHTHZ eival
uttokAdoelg TNG kKAdong ANOPQIMOZ, e tnv évvoia o1l KGBe KaBnynTAGS €ival €TTioNng Kai
avBpwTrog, Kai 1o idlo 10xUEl yIa KABE pabntr. 'Eva akdua onuavTiko XapaKTnPIoTIKO TwvV
OVTOAOYIWV gival OTI XpNOIUOTTOIOUVTAI YIA TNV £Laywyr CUPTTEPACHWY, dnAadn yvwong
n otroia dev €xel avammapacTabei pnTd, aAAd utropei va e§axBei amd Toug KavOveg TNG
ovtoAoyiag. TMa mapddeiypa, pge PAon 60a ava@EPAPE TTPONYOUUEVWG, WTTOPOUME vVa
e€AyoUUE WG CUNPTTEPAOHO TO YEYOVOGS OTI 0 MNWwPYOG Kal 0 KUPIOG ["epaaciyou avikouv oTnv
kAdon ANOPQMOZ.

MNa 10 oKOTTO TNG avatrapdoTaong yvwaong, katd tn dekaetia Tou 1970 xpnoiyoTtroinénkav
ouoThpara oTTwg Ta MNMAaiola (Frames) kai Ta 2npaciohoyikd Aiktua (Semantic Networks),
Ta o1Toia OgV OpICavV KATTOI0 TUTTIKO GUCTNHA VI CUUTTEPACHO. ApyoTepa, KATA T dEKAETIA
Tou 1980 n £peuva TIKEVTPWONKE 0€ CUCTAUATA BaACICPEVA OTN MOBNUATIKA AOYIKA, KAl
ypAyopa £yive avTIANTITO OTI UTTAPXE AUEON AVTIOTOIXIO AVAUECO OTO TTOCO EKPPACTIKA
gival N XxpNoIUOTTOIOUPEVN AOYIKI KOI OTO TTOOO UTTOAOYIOTIKA ATTODOTIKEG E€ival Ol TEXVIKEG
ouutrepacpou.  Auth n diatmioTwon odnynoe ammo Ta TEAN TnG OekaeTiag Tou 1980
oTnv avamTtu¢n Twv lMeplypa@ikwv AoyIKwv, Ol OTToiEG €GETACOUV AUTEG TIG AOYIKEG ATTO
AtTown EKQPACTIKOTNTAG O OXECN YE TNV UTTOAOYIOTIKY) TTOAUTTAOKOTATA TWV OIOBIKACIWV
ouptrepacpol. Q¢ Baoikd eyxelpidlo yia TN PEAETN Twv [Meplypa@ikwy AOYIKWVY €XEI
KaB1epwOEi TO [9]. ZXETIKA PE TNV EKPPACTIKOTNTA TNG EKACTOTE AOYIKAG, oav TTapddelyua
MTTOPOUME VA BEWPROOUPE TO KATA TTOOO UTTOPEI KATTOIOG KOTA TN POVTEAOTTOINGN TOU
eSOV VA XPNOIYOTTIOINCEI AILPATA TTOU AVAPEPOUV OTI KATTOIA IDIOTATA Eival JETARATIKN
ouvapTNoIaKL, 1 OTI hia 1IB16TNTA €ival N avTioTpo@n KIag AAANG 1I816TNTAG, 1) OTI hIa KAAoN
gival n évwon KAmolwv GAwv EEvwy PETagU Toug kKAdoewyv. ‘ETol yia Tapddeiyua, o€
KAtroleg Meplypa@IkEG AOYIKEG UTTOPOUME VA UOVTEAOTTOINOOUUE TO YEYOVOG OTI KATTOIOG
gival JETECETAOTEDOG AV Kal JOVO av €xel TTAPEI 0€ £va TOUAGXIOTOV pdBnua K&atw atmod
Baon, evw o€ AAAeG OxI. TEAOG, oTIg MNeplypa®IkEG NOYIKEG yiveTal pia dIAKPION avapeoa



oTa aglwpaTta, OTTWGS AUTA TTOU AVAQPEPAUE I AQUTA TTOU OPIouV TNV IEpAPXia TwV KAACEWV
KAl TWV IBI0TATWY, Kal oTa atTAd yeyovaTta TTou dnAwvouyv OTl €va avTIKEINEVO Tou TTEdioU
QVNKEl O€ JIa KAAon 1 0TI €va avTiKEigeEvo ouvdéeTal PEow MIAg 1810TNTAG PE Eva AAAO
avTIKEiuEVO. To HEPOG TO oTToI0 TTEPIAAUPBAVEI T aglwuaTa ovoudleTal 7 -box (terminology),
EVW TO PEPOG TTOU TTEPIAaUPBAvEl Ta yeyovoTa ovouddletal A-box (assertional knowledge).

Katd 1n dekaetia Tou 2000 n Koivotrpagia Tou Maykoopiou lotou (WWW Consortium,
ouvt. W3C) avéttuée tnv oikoyévela yh\woowv OWL yia avarrapdoTtaon yvwong oTov
TTayKOOMIo 10T6.  H OuyKekpiuévn OIKOYEVEID YAWOOWV PBacifeTal OTIG TTEPIYPAPIKEG
AoyIkEG, Kal XpnoluyoTrolei To povtého dedouévwyv RDF (Resource Description Frame-
work). To povtéAo RDF trpoo@épel évav atrAd TPOTTO yia TNV avattapdoTacn TTANPoQopiag
ME Bdon TPITTAETEG TNG MOPEPAG UTTOKEIMEVO-KATNYOPNMO-AVTIKEIUEVO, KATAOKEUAZOVTAG
€701 OUCIACTIKA €va YPAPO yvwong. € auTtdv To ypA@o opifovTal ETTiONG aglwuaTa
péow TNG OWL Kkal uTropouv va XpnoigoTroinBouyv TeXVIKEG cUPTTEPpAacuOoU. H TeAeuTaia
¢kdoon Tng oikoyévelag yAwoowv OWL ovopdaletal OWL 2 kai TrepIAapBavel 3 TTpo@iA e
OIAPOPETIKN EKPPAOTIKOTNTA. 'Eva amd autd ta mpo@iA, To OWL 2 QL, Bagciletal otnv
olkoyévela Treplypa@ikwv Aoyikwyv DL-Lite [22, 23], €xel oxedlaoTei €101 WOTE va gival
UTTOAOYIOTIKA TTODOTIKA N ATTAvTNon OUCEUKTIKWY €TTEPWTACEWYV. ETOI yia TTapddeiyua,
TO OUYKEKPIUEVO TTPOPIA gival TTPAKTIKO va xpnolpotroinBei otav €xoupe peyaAo Oyko
dedopévwy, Ta OTToIO UTTOPEI va gival aTToBNKEUPEVA OE IO ECWTEPIKI OXEOIOKA Bdon
dedopévwy, n otroia £xel dnuioupynBei aveEdptnTa atrd Tnv ovroAoyia. H ouykekpipévn
MEBODBOG yIa eKTEAEON £TTEPWTHOEWY ovoudleTal avakTnon dedopévwyv PATEl OVTOAOYIWV
(Ontology-based Data Access, ouvt. OBDA), evw XpnoIJoTIoIEiTal KOl O OPOG EIKOVIKOG
ypPa®og yvwong (virtual knowledge graph) yia va meplypdyel Tnv TTpooéyyion.

Avdktnon Aedopévwy Baoel OvroAoyiwv

210 [77] peAeTaTal avAkTnon dedopévwy BAcEl OVTOAOYIWV yia TNV TTEPITITWON TTOU TA
dedopéva BpiokovTal aTToBnKEUPEVA O€ Hia ECWTEPIKI OXEOIAKN BACN dEBOUEVWV Kal YIa
ovtoloyieg TnNG oikoyévelag DL-Lite. Katd tn ouykekpiyévn dladikaoia dnuioupyouvTal
ONAWTIKEG avTioToIXioEIS (Mmappings) yia Tn dnuioupyia yeyovoTwy Tng ovioloyiag pe Bdaon
Ta dedopéva TTou gival atrobnkeupéva otn Baon dedouEvwy Kal HeAETATal n dladikacia
METAPPAONG Miag aPXIKNG OUCEUKTIKNAG ETTEPWTNONG TTAVW OTNV OVTOAoyia o€ pia TEAIKN
ETTEPWTNON EKPpacpévn otn YAwooa SQL, €toiun va ekteAeoTei otn Baon dedopévwy. H
OUYKEKPIPEVN Bladikaoia Xwpiletal o€ dUO dIAKPITA Bripata. MNpuwTa €XOUNE TN PETAYPOPn
(rewriting) | avadiauépewon (reformulation) Tng emepwtnong AauBdavovtag uttoéYiv Ta
aglwuara TnG ovrohoyiag, kai £Treira Tnv avamtuén (unfolding) Tng emepwtnong ue Bdon
TIG avTioToIXioelg. To TmpwTo BAMa Baciletal otov alyopiBuo PerfetRef[23] kal €xel oav
ATTOTEAECPA PIA EVWOTN OUCEUKTIKWYV ETTEPWTHOEWYV TTAVW OTNV OVTOAOYIQ, VW TO BEUTEPO
BAua Baoiletal o€ pePIKA atroTtipnon (partial evaluation)[61] AoyIKWV TTPOYPAUPATWV.

2UvToua TTapatnEnenke Oti n évwon OUCEUKTIKWY ETTEPWTACEWY TTOU TTAPAYETAI KATA TV
TTaPATTAvVW dIadIKACIA €ival O TTOAEG TTEPITITWOEIG ATTAYOPEUTIKA PEYAAN TTPOKEINEVOU
VQ YiVEI ATTOTEAEGUATIKNA EKTEAEON TOU ATTOTEAECUATOC TNG METAPPACNG ATTO TNV EEWTEPIKA
Baon dedopévwy. MNa TTapAdelypa, o€ TTOANEG TTPOKTIKEG TTEPITITWOEIG UTTOPET VA TTEPIEXE!



XINIAOEC OUCEUKTIKEG UTTOEPWTACEIC.  2AV CUVETTEID TNG OUYKEKPIMEVNG TTAPATAPNONG
TTpoTadnkav BeATiIoTOTTOINUEVEG HEBODOI TTOU TTAPAYOUV ETTEPWTAOEIC HE AlyOTEPQ
UTTOEPWTNHATA, BacI{OuEVEG 0€ OonuUAcioloyIky BeATIOTOTTOINON [66, 27], 01 OTToiEG O€
TTOAAEG TTEPITITWOEIS TTAPAYOUV KAAUTEPO ATTOTEAECHA, WOTOCO N ATTOOOTIKN ATTOTIUNON
atro TNV EwTePIKn Bdon dedopévwy TTapauével Eva TTpoRAnua. MNpokeipyévou va eTTIAUBEI
auTto TO TTPORANPA, TTPOTABNKAV OPICPEVES HEBODOI HETAYPAPNG UE OTOXO TNV TTAPAYWYI)
MO CUPTTAYOUG PETAYPAPNG UTTO TN Jop@n un avadpopikou TTpoypdupaTtog Datalog, avri
yIa évon OUCEUKTIKWY ETTEPWTAOEWV[86, 52], OUWGS N ATTOTEAECUATIKA ATTOTIUNON TETOIOU
€idoug TTpoYPAPUATWY atrd Ta UTTAPXOVTa cucoThuaTa dlaxeipiong Paccwy dedouévwv
TTapapével €va avoixtd ¢ntnua.  2to [20] TrpayuaToTrolEiTal OUYKPIon OIaQOPETIKWV
METAYPAQWYV HE PACN TO KOOTOG KAl OTN YEVIKA TTEPITITWON N TEAIKA PeETaypagry Oa
gival TTaANI p1Ia €Vvworn OUCEUKTIKWY eTTEpWTACEWY. To Semantic Index [82] Trepiéxel pia
apIBUNTIKA KWAIKOTTOINOT TWV IEPAPXIWV KAGCoEWV Kal IBIOTATWY Kal attofnkeuel dedouéva
RDF o€ oxe010KEG BAOEIG UE OCUYKEKPIPEVO OXNMA, XPNOIKMOTTOIWVTAG KATAAANAQ EUPETHPIA
B-tree, £101 woTe n 1016TNTA PEAOUG KAGONG Kal 1810TNTAG va PTTOPEI va TTPOCdIOPIOTEI
atmd EPWTAMOTA €UPOUG VIO AUTA TA EUPETHPIA, ATTOPEUYOVTAG £va PeEYAAO apliBuo
UTTOEPWTNNATWV.

2XETIKA PE TNV UAOTTOINON CUCTNUATWY TTOU TTPAYUATOTTOIOUV avAKTNon 0edouEVWY BAoel
ovToAoyiwy, €xel TTapatnEnBei 0TI oTnv TTPAELN €ival o aTTodOTIKO VA KWOIKOTTOIEITAI N
TTANPOPOPIa TTOU APOPA TIG IEPAPXIEG KAAOEWV Kal IDIOTATWY OTIG avTioToIXioelg. Mg
auTd TOV TPOTTO, Ol CUYKEKPIMEVEG IEPAPXIES UTTOPOUV va ayvonBouv Katd 1o BrApa Tng
avadlapopPwaong, Kal va Angbouv uttéyiv govo katd 1o BApa tng avamrtuéng. 'ETol,
yla mapdadeiyya 10 ouotnua Ontop [21], xpnolyoTtroiei Ta Aeyoueva T-Mappings TTou
aKOAOUBOUV QUTAV AKPIBWG TNV TTPAKTIKI, EVW WE TTAPOUOIa AOYIKA XPNOIUOTTOIOUVTAl Ol
Kopeopéveg avTioToixioelg (saturated mappings) ammoé 1o cuoTtnua Ultrawrap-OBDA [92].
ZXETIKA JE TNV APXITEKTOVIKI TOU ouoTruartog Ontop, OTTwg auth TTepiypdeetal oto [82],
xpnoiuotroiei Tn uEBodoc¢ tree-witness [52] yia 1o BAPG TS avadiapdpewaong, Kai Tn HEPIKA
ATTOTiHNON AOYIKWV TTPOYPANUATWY Yia TO BANA TNG avaTrTugns péow Twv 7-Mappings.
Mpdéopata woTooo[105], éxel el0axBei n Evvola Tou evOIAUECOU ETTEPWTANATOC (intermedi-
ate query) yia va TTpayuatoTToinBei n ueTd@pacr, eyKaTaAgiTrovtag Tn HEB0dO avaTTugng
MEOW PeEPIKNG aTtroTipnong. Ooov agopd Tnv apxIKA eTepwTnon TTdvw oTnv ovToAoyia,
oedopévou o1 To Ontop TTapoucidlel Ta dedouéva ws évav eikovikd RDF ypdgo, auth
ekppacetal otn YAwooa SPARQL[37], pia yA\wooa emepwTAcewV yia 10 poviéAo RDF.

21NV TTapouca dIaTpIr) MEAETAUE TO TIPOBANUA TNG ATTODOTIKIG ATTOTINNONG ETTEPWTACEWV
TTOU TTaPAyoVvTal aTTO CUCTAPATA TTOU €TTITEAOUV avAKTNon OedopEVWY BATEI OVTOAOYIWV
KUpiwg atmd T oKomd Twv PAoewv Oedouévwy, Paci{OuEVOl O POVTEAA KOOTOUG
EKTEAEONG. ETTIKEVTPWVOUACTE OTNV TTEPITITWOT TTOU N APXIKA OVTOAOYia €ival EKYPACHEVN
otn yAwooa OWL 2 QL kai PEAETAUE Tn METAPPACN OPXIKWY ETTEPWTHOEWY TTAVW
OTnNV ovToAoyia TToU €XOUV TN POPPN TNG €VWONG OUCEUKTIKWY ETTEPWTACEWYV. Kabwg
TO OUYKEKPIUEVO TTPOBANPa €CapTaTal AUECA OTTO TO €i0OG TWV ECWTEPIKWY TTNYWV
d0edopévwy, Kavouue pia dIdkpion o€ Tpia OIOQOPETIKA oevdpia e@apuoyng. Kard To
TTPWTO Oevaplo Bewpoupe 6T Ta dedopéva gival atrobnkeupéva o€ dia oxeolakr Bdaon
oedopévwy. Katd 1o deUTEPO OEVAPIO BEWPOUNE OTI UTTAPXOUV TTOAAEG DIQQPOPETIKES



OXEOI0KEG Bhoelg dedopévwy, Kal TEAOG OTO TPiTo oevaplo Bewpoulue OTI Ta OedouEVa
givar atrobnkeupéva otn popery RDF kai ta diaxeipietal éva eEeIdIkeUPévo cUOTAPA
atroBrkeuong Kai dlaxeipiong T€Tolou €idoug dedopévwy. ETTiong, Katd Tn OUyKeKpPIPEVN
d1aTpIr xpnoipoTtroloupe To Ontop WG TOo CUCTAPA TTOU ETTITEAEI TNV AVAKTNON dedOPEVWV
Baoel ovioAoyiwy, Kal TPOTTOTTOIOUHE BIAPOPa XAPAKTNPIOTIKA TOU OTTOU auTo XpeladeTal
atro TI¢ uEBAOOUG TTOU TTPOTEIVOUUE, WOTE VA ETITUXOUME BEATIWPEVN aTTOdOON YIa ThV
KGO trepimtworn. To cuotnua Ontop €xel avatmTuxBei attd 10 AvoiXTo MNaveTioTruIo Tou
MTrolev-MTTOAZAVO KOl Bewpeital atmd Ta TTAéov eEeAyPéva Kal agIOTTIOTA CUCTHUATA yia
TN OUYKEKPIPEVN Epyania TOOO aTTd Atroywn AEITOUPYIKOTATAG, OCO0 Kal ATTOOOTIKOTNTAG.
2Tn ouvéxela TTapoucidloupe Tn ouvelIcQopd Tng dIaTpIBAS ot KABe éva ammd Ta
TTpoavapepBEVTa oEvApIal.

Alaxeipion TnNG TTEPITTAG ETTECEPYATIAG KATA TNV EKTEAEO ETTEPWTAOEWV

Katd 1o TTpWTO O€EVAPIO, MEAETAUE TNV TIEPITITWON KATA TNV oOTroia Ta Oedopéva
atmoBnkevovTal O€ MIa €EWTEPIKN OXEOIOKN PAon OedOUEVWV UE AUBAIPETO OXECIAKO
OXNHaA, Katé TNV OTToia N APXIKN ETTEPWTNON TTPETTEI VA PETAYPAPEI OE Hia €TTEPWITNON
EKQPAOUEVN OTN YAWOOO ETTEPWTHOEWV OXEOIOKWY PBdaoswv SQL. zZe autd T10
oevaplo, n TEPITTH emmegepyacia evromideTal wG TO PaACIKO TTPORANUA TO OTTOIO
KaBIOTA avaTTOTEAECUATIKA TNV EKTEAEON. Q¢ mepitT emeEepyaoia  evvooUuue i)
OITTAGTUTTEG ATTAVTACEIG Kal i) eTavalaupavouevn mpdofacn ota idia dedouéva atro
OIAQOPETIKA ONMEIa Miag TTOAUTTAOKNG ETTEPWTNONG OKOPA KAl €ANEIYEL DITTAOTUTTWV
ATTAVTACEWV. 2YETIKA MeE TIG OITTAGTUTTEG OTTAVTACEIG, QUTEG TTPOEPXOVTAl OTTO
OIaPOPETIKOUG TPOTTOUG TTOU KATTOIO YEYOVOG TNG OVTOAOYIAG UTTOPEI VA TTPOKUWYEI ATTO TA
oedopéva. la Tapddeiyua, PTTopEl éva DITTAOTUTIO VA TTPOKUWEl atTd dUO dIAPOPETIKA
UTTOEPWTAPATA (OUCEUKTIKA UTTOEPWTAUATA) Miag €VWOoNnG OUCEUKTIKWY EPWTNHATWY.
H emavolapBavépevn pooBaon ota idla dedopéva akOua Kal eAAEiWel DITTAGTUTTWV
ATTAVTHOEWV AvaQEPETAl O€ avAyvwaon Tou idIoU OXECIOKOU TTivaka TTOAEG QOpEG OE pia
ETTEQPWTNON, OTTWG YIA TTAPADEIYHA ATTO DIAPOPETIKA UTTOEPWTHUATA.

MNa TNV QVTIMETWTTION TOU OUYKEKPIYEVOU (NTAPATOG OIEPEUVWVTAl  OIOPOPETIKEG
METAYPOQPEG TWV  ETTEPWTNOEWV XPNOIMOTTOIVTAS €vav aAyopiBuo Paciouévo OTO
KOOTOG EKTEAEONG, YIO VA ETITEUXOEI Wia I00dUVANN, GAAG TTIO ATTOTEAECUATIKY METAYPAD,
oe OUYKPION MPE Tnv TTpokabopiopévn peTaypa®r TTou AauBAavetal gEOW TNG PEPIKNAG
QTTOTIUNONG AOYIKWV TTPOYPAPUATWY.  ZUYKEKPIPMEVA, OPXIKA EKTEAEITAI O QAYOPIOPOG
TNG MEPIKAG aTTOTiUNONG yia TN ARWn TnG TTPoKaBopiouévng petaypagns. Kard 1n
OUYKEKPIUEVN EKTEAEON KPATWVTAI TTANPOQPOPIEG TTOU AQOPOUV TIG AVTIOTOIXIOEIS TTOU
xpnoigotroimOnkav.  ‘ETTEITa, o1 AVTIOTOIXIOEIS TTOU a@QOPOUV TO idI0 OTOIXEIO TNG
ovToAoyiag egeTddovtal OXETIKA Pe To av Ba eival TTpoTiudTeEPo atrd Ammown KOOTOUG
va ONUIOUPYACOUUE MIO QvTIOTOoiXIon TTou va TTEPIAAUBAVEl OAEG TIG UTTOAOITTEG TTOU
a@OPOUV TO idI0 aToIXEIO TNG OVTOAOYiag. [a auTd To AGYO XPNOIUOTIOIOUME TNV £vvOoId TNG
ouvduaouévng avTioToixiong (combined mapping) kai dgixvouue 0TI TO AOYIKO TTPOYPAUHa
TTOU XPNOIMOTIOIEI TN OUVOUAOUEVN AVTIOTOIXION €ival 1I000UVAPO PE TO APXIKO, KAl TO
armoTéAeopa TNG PETAPpaong eival owoTd. ‘Etol, pymmopoupe va utroAoyifoupe Kal va



OWOOUNE OE £V TTPOCWAPIVO ATTOTEAECHA TIG ETTEPWTHOEIC TTOU APOPA N CUVOUQOHEVN
QVTIOTOIXION KAl va EETACOUNE TTOIA ATTO TIG DUO €TTIAOYEG €ival TTPOTINGTEPN ATTO ATTOWN
KOOTOUG. [a TO OKOTTO QUTO EI0AYOUNE CUYKEKPIUEVEG EUPETIKEG OXETIKA PE TNV ATTAAOIPH
SITTAGTUTTWY Kal TRV eTTavaAauBavouevn TTpooBacn o€ Trivakeg. 'Emmeira ekteAoUPE pia
atmrAnoTtn avadntnon 6oov a@opd TIG ETTIAOYEG VIO TO TTOIEG OUVOUQOUEVEG QVTIOTOIXIOEIG
Ba xpnoiyotroinBouyv, eTmIAéyovTag o€ KABe Priua OtTolIa divel TO PEYAAUTEPO KEPOOG.
‘ETTEITa UTTOAOYICOUE TN PEPIKI OTTOTIUNCN KE TNV ETTIAEXBEICO CUVOUAOUEVN AVTIOTOIXION
Kol €CETACOUE TIG UTTONOITTEG, £WG OTOU eV UTTAPXEI KATTOIA TTOU VA divel KEPDOG.

H mpoteivopevn u€B0dOG €xel WG OTOXO va €AAXIOTOTIOINCEl TNV TTEPITTA €TTeCEpyaaTia
atrd TNV TTAEUPA TOU OXECIOKOU CUCTHUATOG PACEWY DEBOUEVWY OXETIKA PE DITTAOTUTTEG
QTTAVTHOEIG TTOU TTPOKUTITOUV KATA TNV EKTEAEDT), KOBWGS KAl OXETIKA PE ETTAVOAAUBAVOUEVN
TpooBacn ota idla dedouéva TTOANATTAEC POPEC KATA TNV EKTEAEON TNG ETTEPWITNONG.
Katd mn d1dakTopIkr) d1aTpIBr, N OUYKEKPIYEVN PEBODOG UAOTTOINONKE WG MIa ETTEKTOON
Tou OBDA-cuoTtripatog Ontop, kai eTTIRERAIWONKE TTEIPAUATIKA OTI TIPOCPEPEI KAAUTEPOUG
XPOVOUG €KTEAEONG OE DIAPOPETIKEG OUADEG DEDOPEVWIV KAl ETTEPWTHOEWY, O CUYKPION
ME GAAEG TTAEOV TTPOCPATA ONUOCIEUPEVEG HEBODOUG UETAYPAPNAG.

ZUVOTITIKA, N OUVEICQOPA TOU CUYKEKPIPEVOU PEPOUG TNG DIATPIRAS £XEl WG EENG:

* [lpoTteivoupe pIa KAIVOTOPO ETTEKTACN TTAVW O€ TTPONYOUMEVWG ONUOOCIEUPEVN
MEBODO yIa HETAPPAOT ETTEPWTHCEWV OTTWG AUTH TTPAYUATOTIOIEITAI ATTO CUCTANOTA
TTOU TTPAYMATOTTOIOUV avdkTnon Oedopévwy Pdoel ovioloyiwv. H emékTaon
BaoieTal o€ PEPIKA QTTOTIUNON AOYIKWYV TTPOYPOUMATWY Kal TTapEXEl Wia TTAAPN
diadikacia Baciopévn 0TO KOOTOG EKTEAEONG YIA TN METAPPACN TWV CUYKEKPIMEVWV
ETTEPWTHOEWV

* [1pOTEIVOUPE OUYKEKPIPEVEG EKTIUAOEIS KOOTOUG YIA TNV TTpOavVoQePBEica ETTEKTAON,
Ol OTIoiEG OTOXEUOUV OTNV €AAXIOTOTTOINCN TNG TEPITTAG ETTEEEpyaaiag, TOOO
uttd TN Pop@r Twv OITTAOTUTIWV OTTAVTIOEWY, OCO0 Kal UTTO TN Hop®n Tng
emavaAapBavouevng Tpdoaong oTa OXECIAKA dedouEva.

* YAOTT0iNON TWV OUYKEKPIUMEVWYV ETTEKTACEWV OTO cucoTnua Ontop Kal €KTEVAG
TTEIPAMATIK  agloAdynon Tou  €mBEPBAILOVEl TNV ATTOTEAECPATIKOTATA NG

TTPOCEYYIOAG JaAG.

Avatrrtuén Zuotiuarog-AlapecoAafnTi

210 OeUTEPO Oevaplo, Ta Oedopéva amobnkeUovial O€ TTOAAEG e€EwTePIKEG PAoeIg
dedopEVWY, OTTOU N KABepia Xl TO OIKO TNG OXAMA Kal JTTOPET va BPIiOKETAI O€ DIOPOPETIKA
TOTTOBECIa. Z€ AUTAV TNV TTEPITITWON AVATITUEAUE €va oUOTNUA-PJECOAAPBNTH, TO OTToIO
gival oe Béon va eKTEAECEl TNV ETTEPWTNON TTOU TTPOEKUWE aTTd To apxikd OBDA-
ouoTnpa, £xovrag rpooBacn oe OAeg auTég TIG Baoelg dedopévwy. Katd Tnv avamrtugn
TOU OUOCTAMATOG ETTEKTAONKAV KAl TTPOCAPHOCTNKAV ONUOCIEUNEVEG TEXVIKEG PACEWV
0edouévwy O€ BEPaTa OXETIKA PE TAUTOTTOINGN KOIVWYV UTTOEKPPACEWY (common subex-
pression identification), Tnv armmoBrikeuon kal avakTnon T JEPOUG ATTOTEAECUATWYV ATTO



TTpoowpiviy uvAun (query caching), Tn PEATIOTOTIOINON ETTEPWTACEWYV VIO €VOTTOINON
d0edopévwy (data integration) kalr Tnv Kataveunuévn emeéepyacia emepwTtiocwy. To
OUYKEKPIPMEVO OUCTNPA TTOU AvATITUXBNKE O auTO TO PEPOG TNG OIBAKTOPIKAG dIaTPIRNAS
Baoiletal 010 Exareme, €va oUOTNUA yIA KOTAVEPNUEVN ETTECEPYOTIA EAACTIKWYV POWV
O0edopévwy [55] Kal gival TO TTPWTO dNUOCIEUPEVO GUCTNUA TTOU XPNOIUOTIOIEI TAUTOXPOVA
OAEG QUTEG TIG TEXVIKEG Kal Opa w¢ PeaoAaBNTAG via TNV ekTéEAeon OBDA eTTepwTACEWY O€
éva TETOIO TTEPIBAANOV.

2UYKeKpIYEVA, akoAouBwvTtag Tn péBodo TTou TTapoucidadetal o1o [87], avatmapioTOUNE
TOUG TEAEOTEG KABE £VOG UTTOEPWTHHATOG TTOU TTEPIAAUPBAVETAI OTNV €VWOT CUJEUKTIKWV
ETTEPWTNOEWVY TTOU TTAPAYETAl ATTO TN METAPPACN TNG APXIKAG ETTEPWTNONG TTAVW OTNV
ovtoAoyia oe éva ypd@o AND-OR. Ze autd 10 ypdgo ol kouBor AND avatrapiotolv
TEAEOTEG (OTTWG YA TTAPAdEIYPA MIa CeUEn) ME TIC OKMEG TTOU KATAAryouv OTOvV KOO
va avatrapioTouv TIG €10000ug Tou avTioToixou TeAeoTh. Or1 k6uPol OR avatrapioTouv
eVOIAUEDO ATTOTEAECUATA, TA OTTOIO PTTOPOUV EITE VA aTTOONKEUTOUV O€ €va TTPOCWPIVO
Tivaka oT1o dioko, €ite va TTpowBnboulv wg cicodog oTov emmouevo AND TeAeoT avd
mA&1dda kabwg Tapayovtal.  Or gicodol evog OR kdpBou cival dIapopeTIKoi TPOTTOI
ME TOUG OTTOIOUG MTTOPEI va TTapaxBei éva evOIANECO ATTOTEAECUA, OTTOU OTO TEAOG
évag ammo autoug Toug TPOTToug TTPETTEl va eTTIAeXBei. 'ETol, kdBe AND koOuBog Exel
oav €10000UG akKuEG TTpogpxoueveg amd OR kéuPoug, kai kGBe OR kduPog éxeic cav
€10000UG aKuEG TTpoEPXOUEVEG atmd AND képBoug. A@OU avatTapacTriOOUhE OAa Ta
UTTOEPWTHHATA OTO YPAPO, EQAPPOLOUHE NETAOXNMUATIOPOUG, OTTWG AVTIMETABETIKOTNTA KAl
TIPOCETAIPIOTIKOTATA TWV CEUEEWYV, VIO VA €CEPEUVACOUNE DIAPOPETIKA TTAAvVA EKTEAEONG
[35]. Katd Tn ouykekpipgévn diadikacia ol kéupBolr OR 1Tou avatrapiotouv Aoyikd TO id1o
eVOIAUEDO ATTOTEAEOUA avayvwEIifovTal KAl EVOTTolIouvTal, JECW XPRONG MIOG CUvApPTNONG
KATOKEPUATIOMOU YIa KABe KOUBO.

Etriong, €iodyovtal QUOIKOI TEAEOTEG TTOU Q@OPOUV TN dIAUEPION TWV TIIVAKWY OTO
Kataveunuévo TrepIBAANoOV ekTEAEONG, Kal eKTEAEITAI avalATnon OTO XWPO Twv TBavwv
TTAGVWYV €KTEAEONG, ME XPAON TOKTIKWV KAAOEMATOG TTAAVwV TTou 0¢ Bewpeital OTi
Ba odnynoouv oe KAAO TTAGvo pe BAon eupeTikég peBOdoug. Katd tnv avadlntnon,
uTToOTNEICETAI N AVAKTNON EVOIANECWY ATTOTEAECUATWY ATTO TTPOCWPIVH UVAMN (cache)
OTnNV oTroia aTToBNKeUOVTAl ATTOTEAECUATA OTTO TTPONYOUUEVEG ETTEPWTNOEIS. E@doov
KATTOIO OTTOTEAECHO PpeBei oTnVv TTPOCWPEIVI) PVAMN, MTTOPOUME va ATTOQUYOUUE TO
KOOTOG TOU VO TO {AVAUTTOAOYIOOUNE OTO TPEXOV EPWTNMA, €XOVTAG ATTAG TO KOOTOG TNG
avayvwong tou. A@ou oploTei To TEAIKO TTAAVO eKTEAEONG, O0A VOIAUECO ATTOTEAEOUATA
a@opoUV dedopéva TTou PBpioKovTal OTIC EEWTEPIKEG PAoEIG dedOPEVWV OTEAVOVTAl YO
EKTEAEON €KEi, MEOW EIDIKWYV TEAECTWV TTOU XEIPICOVTAI TNV EI0AYWYI TWV CUYKEKPIUEVWV
evoldueowyv atroteAeoudtwy oto Exareme, emmA€éyovTag va yivel ekei n emegepyaaoia
O10POPwWV TEAECTWYV OTTOU €ival duvaTtov.

To cUoTNUA TTOU AVATITUXONKE OTO CUYKEKPIUEVO WEPOG TNG OIATPIRNS XPNOIWoTToINONKE
ME ETTITUXIO KATA TO EUPWTTAIKO peuvnTIKO £€pyo Optique [50] yia TNV eKTEAEON ATTAITNTIKWY
ETTEPWTNOEWV OE PEYANO OYKO YEWAOYIKWYV OEOOPEVWV ATTO ETTTA BIAQPOPETIKEG OXETIAKES
Baoeig e TTOAUTTAOKO oXApaTa [49].

2 UVOTITIKA, N OUVEICQOPA TOU CUYKEKPIPEVOU PEPOUG TNG DIOTPIRAG £XEl WG EENG:



* ‘Exoupe avamtugel éva ouoTnua-OlapecoAapnTh yia avaktnon ocdouévwy Baocel
ovToAoyiwv TTavw aTTrd éva oUVOAO avegdpTnTWV PETAEU TOUG OXECIAKWY BACEWV
O0edouEVWY, TTPOCAPHOLOVTAG TEXVIKEG PBdAoewv OedoPévwyv  yia TAUTOTTOINON
KOIVWV UTTOEKPPACEWYV, XPAOoN TTPOCWPIVAG MVAMNNG YIA EVOIAUECO ATTOTEAEOUATA,
BeATioTOTTOINON ETTEPWTNCEWVY YIa €vOTToiNOn OedOUEVWY KAl  KOTAVEUNUEVN
eTTECEPYATia OEOOUEVWIV.

» EykataoTiioape Kal AEITOUPYNOAUE ETTITUXWGS TO oUOTNPa-dlapecoAaBnTh o€ €va
TTPAYMOTIKO TTEPIBAAAOV eKTEAEONG OTO TTAQICIO TOU gpeuvnTiKoU €pyou Optique,
OTIG UTTOAOYIOTIKEG EYKATAOTAOEIG TNG eTaipeiag Statoil, Trédvw atrd éva ouvolo eTTa
OIAPOPETIKWYV OXECIOKWY BACEWV EYKATECTNUEVWYV OE DIAPOPETIKOUG ECUTTNPETNTEG,
ME ETEPOYEVI TTOANUTTAOKA OXECIAKA OXNMATA. EKTEAECAUE TIG TTEPICOOTEPES ATTO TIG
ATTAITATIKEG ETTEPWTAOCEIG TTOU E€iXav TTPOKUWEI ATTO TNV avAAuCon TwWV OTTAITACEWYV
TWV XPNOTWV PE HECO XPOVvo ekTEAEONG TTEPITTOU 100 deUTEPOAETTTA.

MapaAAnAotroinon {eugewv Tavw ot ypd@oug RDF 1rou Trepi€Xouv ovroAoyikég
IEPAPXiES

2T0 TPITO KOl TEAEUTAIO OEVAPIO MEAETAUE TNV TTEPITITWON TTou €xouue RDF dedouéva
amodnkeupéva o€ €va eCeIBIKEUPEVO ouoTnua dlaxeipiong autou Tou €idoug Twv
oedopévwy. To RDF egival éva PHoviéAO BEQONEVWV EUPEWS XPNOIMOTTOIOUMEVO YIa ThV
evowpatwon Oedopévwv atrd dIAQOPETIKEG TINYEG, aKOAOUBwVTAG €va atmrAd oxXAua
yPA@ou Katé TO OTToi0 Ta OeDOUEVA POVTEAOTTOIOUVTAl WG TPITTAETEG TTOU €XOUV TN
MOP®I) UTTOKEINEVO-KATAYOPNHA-AVTIKEIWEVO. a auTd TO TPITO aevApIO, avaTITUXONKE éva
ouoTtnpa diaxeipiong peydAwv RDF ypd@wyv 1ToU atrobnkelovTal aTnV KUPIO VAN, IKavo
va TTOPAAANAOTTOINCEI ATTOTEAECUATIKA TIG ETTEPWTHOEIG TTOU TTpoépxovTal atro éva OBDA-
oU0TNPA, KATA TO OTTOI0 N OVTOAOYIO PTTOPEI va TTEPIEXEI HEYAAEG IEPAPXIEG ATTO KAQOEIG
QVTIKEIHEVWV 1 1010TNTES. To ouoTnua TTou ovopdoTtnke PARJ, xpnoigoTrolei TTpwTdTUTIO
TPOTTO ATTOORKEUONG TWV BEBOUEVWY OTNV KUPIA PVAMN, O OTT0IOG €XEI MIKPES OTTAITACEIG
o€ OYKO, KABWG Kal TTPWTOTUTIO TPOTTO EKTEAEONG ETTEPWTHCEWV TTOU TTEPIEXOUV CEUEEIS
TTAVW OTO YPAPO TwV dedOPEVWY, KABWG £TTioNg AauBAveEl UTTOWIV TOU Kal TIG 1EPAPXIES
TNG ovToAoYyiagG.

H amoBrkeuon Twv dedopévwyv akoAouBei Tn pEBodo TNG KABeTNG dlauépiong (vertical
partitioning)[1], cUp@wva Pe TO OTTOIO yIa KABe dlaKpITG KATYOPNUA TTOU EP@avileTal
oTta OedouEva, OnuloupyeiTal €vag Trivakag PeE OUO OTAAEG TTOU QAVTIOTOIXOUV OTOV
UTTOKEIMEVO KAl TO QVTIKEINEVO KABE TPITTAETAG PE TO OUYKEKPIPMEVO KaTnyopnua. Apxikd
yiveral kwdikotroinon Aegikou (dictionary encoding) n oTToia avTIOTOIXEI 0€ KABE OPO TWV
OedopEVWY €va HOVadIKO aképalo aplBud. H atrobrikeuon oTtnv KUpIa PgvAun Yivetal o€
TTVOKEG TTOU TTEPIAAMPBAVOUV TAEIVOUNUEVOUG TOUG OUYKEKPIMEVOUG OKEPAIOUG YIa KABE
TTivaka TG KABeTNG dlapépiong, akoAouBwvTag attoBAKeUon KATA OTAAEG OTTWG YiveTal o€
ouoThpata Baciopéva oe TTapoépola ammobrikeuon (column stores) [98, 43]. H ekTéAeon
Miag emmepwTtnong Tmou TTePIAapPBAavel TTOAAEG CeUeic ae €va TTOAuvNPaTIKO TTEPIBGAAOV
yivetal pe Baon €va apiotepofabu TTAGvo ekTéAeons. ‘Eva dIa@QopeTIKO PEPOG TOU TTIO



aplioTepoU TTivaka oTo TTAAvo eKTEAEONG avaTiBeTal 010 KABe vrpa. ‘Emeima, yia kabe
TTAE1G0a Kal yia KABe eun, TO KABE VANQ eKTEAET avalrTnon OTOUG TTIVOKES TWV ETTOUEVWV
OX£0EWV TOU EPWTANATOG. Me auTd TOV TPOTTO TO KABE VANQ eKTEAEITAI TTAPAAANAQ, XWPIg
va XPEIAZeTal KABOAOU ETTIKOIVWVIO | OUYXPOVIOUOG HETAEU TOUG.

2ZXETIKA PE TNV avalfTnon o€ KABE TTivaka, auTh YiveTal ue €vav TTpOCapUOaTIKO aAyopIOuo,
0 0oTToiog KaTd Tn OIAPKEIO TNG EKTEAEONG aTTOPACiEl yia KABE Ty av Ba epapuooTEi
duadikil avalAtnon 1 ociplaki avaditnon. H amoégaon Aaupdaverar pe Paon TNV
ammoéoTacn oTnv oTroia ekTINATal OTI Ba PpPeBei N CUYKEKPIYEVN TIUN, €AV AUTH UTTAPXEI,
ammdé TO OnMEio TOu TTivaka OTnv oTroia €xel peivel n mmponyoupevn avalntnon. TNa
TN owOoTH AciIToupyia Tou aAyoépiBuou, katd Tnv €vapén A&iIToupyiag Tou CUCTAPOTOG
dlevepyeital pia diadikaoia Babuovounong, n oTroia eTMIOTPEPEI Yia ATTOOTACH TTOU O€
eTavalaupBavoueveg avalnThoelg o€ €vav TTivaka, ol dUo auTég pEBodol avalnTnong
€xouv oxedov Tnv idia atrédoon. ‘ETol, KaTd Tn SIAPKEIA TNG EKTEAEONG, AV N EKTIMWHMEVN
amméoTacn €ival PeyoAUTepn atmmd TNV TTPOKABOPICHEVN OTTOOTACN TTOU £XEI OPIOEl N
diadikacia aBuovounong, ekteAeital dBuadikn avalnTnon. AIGQOpPETIKA EKTEAEITAI OEIPIAKA
avalntnon. Me autd Tov TPOTTO EKPJETAAAEUOUACTE TNV OAIKN ] aKOUa Kal HEPIKA dIdTagn Ue
TNV oTToia TTapAyovTal oI TINEG 0€ KABE TTAEIAdA, aTTd TNV ApXIKK TAgIvounuévn atToBnKeuon
TWV TTIVAKWY, XWPIG va dIOKOTITETAI O dIACWANVWUEVOS TPOTTOG ekTéAeoNG. ETTiong, éva
EUPETNPIO TTOU TTEPIEXEI TNV QVTIOTOIXION aTTd TNV ApIBUNTIKA TIMA TNG KwOIKOTToIiNoNG
AECIKOU TTPOG TN B€0N TNG TINNAG O€ KABE TTivaka pTTopei va xpnoigotroinBei Bondntikd ue
KATTOIO MIKPN ETTIBAPUVON OTOV ATTOONKEUTIKO OYKO.

To ouoTnua PARJ €1TekTdOnKe KATAAANAG WOTE va Asitoupynoel we eEwTepik Bdon yia
T0 Ontop. ApXIKQ, KAtd TNV ekkivnon Tou Ontop dnuioupyouvTal AUTOUATA AVTIOTOIXIOEIG
ME BAon TO oxAua TNG KABETNG diapépiong, Kal el0ayovTal Ta KATAAANAa peTadedouéva
oTo HovTéAO TTou dnuioupyei To Ontop. ‘Emeira, oto PARJ dnuioupyouvtal €IOIKEG
OOMEG PE OKOTTO TNV ATTOOOTIKN) ATTOTIMNON TWV ETTEPWTICEWY TIOU TTAPAyovTal aTTO
10 Ontop. AuUTEG o1 dopéG ovouddlovTal TTEPIKAAUPPATA eVWOEwV (union wrappers),
Kal KABe pia avTioToixei o€ pia 7-avrioToixion Tou Ontop TTOU agopd KATToIa IEpapXia
KAGoewv 1 101I0TATWY. OuoIaoTIKd, KABe TTeEpIKAAUPPA TTapoucidletal oto Ontop ocav
€VaG EIKOVIKOG TTIVOKAG TTOU TTEPIEXEI OAa T OedOPEVA TNG EKACTOTE IEPAPXIOG, EVW OTNV
TIPAYMATIKOTNTA Ol CUYKEKPIUEVOI TTiVOKEG deV aTToOnKeUovTal, aAAG KaTd Tn OIApKEIa
TNG €KTEAEONG YyiveTal avalnTnon o€ KABE TTivaKa TTOU CUMMETEXEI OTO TTEPIKAAUMMA, KAl
XPNOIMOTTOIWVTAG i oupd TTPOTEPAIOTNTAG, N £VWON TWV ATTOTEAECUATWY TTAPAYETAI
atrodOoTIKA KATA TNV €KTEAEON MPE TAUTOXPovn atraloipr) SITTASTUTTWY Tiywyv. ‘ETOol,
ATTOPEUYOUHE TOV KOOTOBOPO UTTOAOYICHO Kal TNV ATTOBAKEUCT TWV CUUTTEPACHWY TTOU
A@OPOUV TIG IEPAPXIEG, KAl TAUTOXPOVA QTTOPEUYOUNE TIG ETTEPWTNOEIG TTOU TTEPIEXOUV
MEYAAO QPIOUO UTTOEPWTNUATWV.

H mreipapatiki agloAdynon tou cuoTtriuatog £0eife 01l To PARJ ekTeAei 1m0 atrodoTikd
emepwTAoelg TTAvw o€ RDF ypdgoug amrd dAAa cuoTApaTa e TTapOuoIa AEITOUpYIKOTNTA,

T600 OTNV TTEPITITWON TTOU O1 ETTEPWTACEIG TiIBeVTAI atTeuBeiag, 600 Kal OTNV TTEPITITWON
TTOU TTPOEPYOVTal ATTO YETAYPAPA HEow evog OBDA-cUOTANOTOG.

2UVOTITIKA, N OUVEICQOPA TOU CUYKEKPIPEVOU PEPOUG TNG DIOTPIRAG £XEI WG EENG:



* [Mapouoidloupue 10 cuoTnua PARJ, éva cuoTtnua amoBrikeuons RDF ypdewyv oTtnv
KUPIO YVAMN, KAl EKTEAEONG ETTEPWTNOEWV TTAVW OE AUTOUG, TO OTTOI0 ATTOBNKEUE!
Ta Oedopéva e ouPTTayr TPOTTO, €XOVTOG XOUNAEG ATTAITOEIS OE ATTOBNKEUTIKO
XWPEO Kal TTapdAANAa audvovTag Tn XweEIKAR TOTTKOTNTA Twy dedouévwy. ETTiong
XPNOIUOTIOIEI £€VaG TTPOCAPUOCTIKO aAyopiBuo avalitnong Katé Tnv €KTEAECT TwWV
CelCewv TTAVW oOTa OedOPEVA, O OTT0IOG MTTOPEl va TTapaAAnAoTroinoel o€ €va
TToOAUVNUATIKG TTEPIBAANOV €TTEPWTNOEIG TTOU TTEPIAAPPBAvVOUV TTOAAATTAEG CeUEEIG,
XWPIG ETTIKOIVWVIa | cuyxpovioud avaueoa oTa viuaTa.

* Mia dour) TTou avatmapIioTd TIC IEPAPXiEC KAAOEWV Kal IDIOTATWY TNG OVTOAOYiag
oto ouotnua PARJ, n otoia tTapéxel TTARPEIG atmavinoelg Je BAon Ta avTioToIXa
aglwuaTta TNG ovToAoyiag, Xwpig va UTTOAoYICEl i} va aTToBNKEUEl TN CUYKEKPIPEVN
TTANPOPOpPIa O€ EEXWPIOTA TUAMATA UVHHNG.

* Mia uhotroinon tmou dével To PARJ pe 1o cuoTtnua Ontop yia atrodoTiKA avakTnon
oedouévwy Pdaocel oviohoyiwv OTav Ta €EwTePIKA dedopéva civalr RDF ypdgol.
2UP@WVa PE TNV TTEIpauaTikh agloAdynon, n uAotroinct puag €xel KaAUTEPN atrddoon
o€ oX€on Pe AAAa ouoTAUATA TTAPOUOIAG AEITOUPYIKOTNTAG.

ZUPTTEPAOHATA KOI HEAAOVTIKEG ETTEKTACEIG

27NV TTapouca dIaTPIRr TTPOTEIVOUNE AUCEIC 600V a®opd To TTPORANUA TNG ATTOOOTIKNAG
EKTEAEONG TTEPWTACEWY O€ éva TTEPIBAANOV avAKTNONG OEDOUEVWYV BATEI OVTOAOYIWY, OE
Tpia Baoikd oevapia avAAOYa UE TO €i00G TWV UTTOKEIMEVWV EEWTEPIKWV TTNYWYV EDOUEVWV.
MBavEG HEANOVTIKEG ETTEKTACEIC APOPOUV AAAEG HOPPEG EEWTEPIKWYV OEDONEVWY, OTTWG YIa
Tapdadelypa ta Aeyopeva NoSQL cuoTtrpaTa, 0TTwg CUCTAPATA aTToBrKeuong OEdOUEVIWIV
eyypaowyv (document stores) kai atrobrikeuong 0edopévwy TNG HopPnrG KAEIDI-TIUA (key-
value stores). ETTiong, o€ auTh Tnv TEPITITWON €ival TOUUNTA KAl N €TTEKTACT TOU
OUOTHPATOG-OI0PECOAABNTH WOTE VA UTTOOTNPICEI KAl TETOIOU €id0UG DEDOUEVA WG TTNYEG,
OuVvOUALOVTAG Ta UE TIG OXEOIAKES BATEIC.

‘Eva dAAo evdlapépov BEua €xel va KAVEI PE TNV UTTOOTAPIEN YEWXWPIKWY OEOOUEVWV.
2.€ AUTR TNV TTEPITITWON, TO APXIKO EPWTNUA TTAVW OTNV OVTOAOYIa UTTOPEI VO EKPPOAOTEI
otn YAwooa GeoSPARQL[72], Trou €ival pia eréktaon NG YA\ wooag SPARQL kai givai
TPOTUTTO TNG AvoIXTAG Mewxwpiknig Koivotrpagiag (Open Geospatial Consortium ouvr.
OGC). To ouotnua Ontop-spatial [11] €ival pia eTékTaon ToUu cuoTAMATOG Ontop TTOU
TTPAYHOTOTIOIEI JETAPPAON ETTEPWTHOEWV aTTd TN YAwooa GeoSPARQL o¢ eTepwTACEIG
eEKQpaopéveg 0Tn YAwooa SQL, eutTAouTIopévn PE YEWXWPIKOUG TEAEOTEG. H uTTOOTAPIEN
TOU OUYKEKPIUEVOU OUCTAPATOG UTTOPEI VO attoTeAETEl HEAAOVTIK dOUAgia 1600 aTTd TO
ouoTNUO-OIaPECOAAPBNTA TTOU avaTITUXBnke TTAvw OTO Exareme yia TNV TTEQITITWON TTOU
YEWXWPIKEG OXECIOKEG PACEIS aTTOTEAOUV évav aTTd TOUG TUTTOUG EEWTEPIKWYV TTNYWV
dedopévwy, 600 Kal atro To cuoTnua PARJ oTnv TTEpITTTWOoN TTOU £X0UNE YewxXwplkd RDF
dedopéva, OTTwG auTd NG YAwooag stSPARQL[57].
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Database Techniques for Ontology-based Data Access

1. INTRODUCTION

In the area of Knowledge Representation and Reasoning, ontologies play a crucial role
in modeling knowledge about an application domain. An ontology encodes information
about the classes of objects of the domain and the relationships between them, providing
the users of the application with a familiar conceptualization of the domain. On top of that,
logic based constructs encoded in the ontology can be used to derive new knowledge
through inference. The World Wide Web Consortium (W3C) recommends the usage of
the Web Ontology Language (OWL) as the family of ontology languages used to represent
knowledge in the web.

Ontology-based Data Acess (OBDA) is a method for linking an ontology to underlying
external data sources through declarative mappings. The mappings can be thought of as
rules that populate ontology objects based on queries over the the external data (global
as view-GAV mappings in the data integration terminology). Then, a user can pose a
query over the ontology, and this query can be translated into the query language of the
underlying data sources using the mappings and sent for execution, providing the user
with the desired results, as if the data were part of the ontology. In this thesis, unless
otherwise stated, we deal with ontologies in the OWL 2 QL dialect of the OWL family, a
dialect specifically tailored for the case of having massive data in external sources, for
which there exist effective sound and complete query translation methods. In a similar
manner, the mappings considered here belong are GAV mappings of the R2RML language
which is a W3C standard, or other languages of similar expressibilit, and the initial queries
over the ontology have the form of unions of conjunctive queries.

Despite the efficient, in terms of complexity, algorithms for query answering in OBDA
systems, the resulted query that must be executed in the external databases is in many
practical cases complex and large. As an example, it is not unusual in a typical OBDA
setting where long property and class hierarchies are defined in the ontology, an initial
conjunctive query over the ontology to be translated into a union of conjunctive queries,
which can contain hundreds or thousands of subqueries. The aim of this thesis is offer
database techniques in order to alleviate the aforementioned issue.

In this context we make a distinction between three different OBDA scenarios. In the first
scenario we have an OBDA setup such that the data are stored in an external relational
database with an arbitrary schema. In this case we explore different query translations
using a cost-based algorithm in order to come up with an equivalent, but most efficient
translation, compared to the translation obtained by other state of the art methods. In the
second scenario, the data are stored in several external databases, where each one has
its own schema. In this case we have developed a mediator which is able to efficiently ex-
ecute the resulted query over all of these databases, by employing and adapting state of
the art techniques regarding common subexpression identification, query caching, query
planning for data integration and distributed query processing. In the third and final sce-
nario, we have RDF data stored in a specialized triple store. RDF is a data model widely
used in order to integrate data from different sources, following a simple schema of triples
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in the form of subject-predicate-object statements. For this third scenario, we have de-
veloped an in-memory RDF store, able to efficiently parallelize OBDA queries over large
ontological hierarchies.

1.1

Contributions

The contributions of the work described in this thesis are summarised as follows:

We propose a novel enhancement over previous state of the art method for query
translation from an initial query over the ontology, to an SQL query over an external
database. Our enhancement provides a full cost-based method for OBDA query
translation.

We propose cost estimates for the previous method, aiming to deal with redundant
processing in both forms of duplicate answers and repeated operations.

We have implemented our method in the state of the art OBDA system Ontop and
have perfomed extended experimental evaluation that confirms the efficiency of our
method.

We have implemented a mediator system for OBDA over multiple external relational
databases, by employing and adapting database techniques for common subexpres-
sion identification, query caching, query planning for data integration and distributed
query processing.

We have successfully deployed the OBDA mediator in the real world use case of Sta-
toil from the Optique research project, in a setting that contains 7 different realational
data sources with complex schemas. We have executed most of the demanding use
case queries with an average execution time of almost 100 seconds.

We present PARJ, an in-memory triple store which compactly stores RDF data in
main memory, in order to increase spatial locality during join processing, and em-
ploys a cache-friendly adaptive join processing approach with low memory consump-
tion, able to efficiently parallelize evaluation of arbitrary multijoin BGPs without any
communication.

We propose a method that takes into consideration information about ontological
hierarchies during join processing in PARJ, in order to provide complete answers
with respect to such axioms.

We present PARJ-Ontop, a system that couples PARJ with Ontop, providing a com-
plete system for efficient OBDA query answering over RDF graphs. According to the
experimental evaluation, our system outperforms all other state of the art systems.
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1.2 Publications
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Dimitris Bilidas and Manolis Koubarakis. In-memory parallelization of join queries
over large ontological hierarchies. Distributed and Parallel Databases, pages 1-38,
2020.

Dimitris Bilidas and Manolis Koubarakis. Scalable parallelization of RDF joins on
multicore architectures. In Advances in Database Technology - 22nd International
Conference on Extending Database Technology, EDBT 2019, Lisbon, Portugal,
March 26-29, 2019, pages 349-360, 2019.

Dimitris Bilidas and Manolis Koubarakis. Efficient duplicate elimination in SPARQL
to SQL translation.In Proceedings of the 31st International Workshopon Description
Logics co-located with 16th International Conference on Principles of Knowledge
Representation and Reasoning (KR 2018), Tempe, Arizona, US, October 27th - to -
29th, 2018, volume 2211 of CEUR Workshop Proceedings. CEUR-WS.org, 2018.

Evgeny Kharlamov, Dag Hovland, Martin G Skjeeveland, Dimitris Bilidas, Ernesto
Jiménez-Ruiz, Guohui Xiao, Ahmet Soylu, Davide Lanti, Martin Rezk, Dmitriy
Zheleznyakov, et al. Ontology based data access in Statoil. Journal of Web Se-
mantics, 44:3-36, 2017.

Evgeny Kharlamov, Ernesto Jiménez-Ruiz, Dmitriy Zheleznyakov, Dimitris Bilidas,
Martin Giese, Peter Haase, lan Horrocks, Herald Kllapi, Manolis Koubarakis, Ozgur
Ozgep, et al. Optique: Towards OBDA systems for industry. In Extended Semantic
Web Conference, pages 125-140. Springer, 2013.

Evgeny Kharlamov, T Mailis, Konstantina Bereta, Dimitris Bilidas, Sebastian Brandt,
Ernesto Jiménez- Ruiz, Steffen Lamparter, Christian Neuenstadt, O Ozcep, Ahmet
Soylu, et al. A semantic approach to polystores. In 2016 IEEE International Confer-
ence on Big Data (Big Data), pages 2565-2573. |IEEE, 2016.

Herald Kllapi, Dimitris Bilidas, lan Horrocks, Yannis loannidis, Ernesto Jiménez,
Evgeny Kharlamov, Manolis Koubarakis, Dmitriy Zheleznyakov, et al. Distributed
query processing on the cloud: the optique point of view (short paper). 2013.

Guohui Xiao, Dag Hovland, Dimitris Bilidas, Martin Rezk, Martin Giese, and Diego
Calvanese. Efficient ontology-based data integration with canonical IRIs. In Euro-
pean Semantic Web Conference, pages 697-713. Springer, 2018.

Part of the work described in this thesis is also covered in the following submitted journal
paper:

Dimitris Bilidas and Manolis Koubarakis. Handling redundant processing in OBDA
query execution over relational sources (currently under review). 2020.

33 D. Bilidas



Database Techniques for Ontology-based Data Access

1.3 Thesis structure

We first present related work and preliminaries in Chapter 2. The next three chapters are in
direct correspondence with the three different OBDA scenarios that we described. Specif-
ically, in Chapter 3 we consider the case where we have one external relational database
and we provide a cost-based translation method for obtaining an optimized query aiming
to handle redundant processing. Then, in Chapter 4 we consider the case of multpile ex-
ternal relational databases and we present a mediator system able to efficiently perform
the task of data integration over them. In Chapter 5 we consider the case where external
data are stored as RDF in a specialized triple store and we present the PARJ system for
efficient execution of OBDA queries in this setting. Finally, in Chapter 6 we conlude this
thesis and present future research directions.
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2. BACKGROUND AND RELATED WORK

In this chapter we introduce basic background knowledge and related work that are re-
quired to understand this thesis. We start with a description of the RDF data model and
the SPARQL query language (Section 2.1. Then we present important notions related
to OBDA (Section 2.2. In section 2.3 we describe several systems and approaches for
centralized and distributed storage and processing of RDF graphs. Finally, in Section 2.4
we present systems and approaches for in-memory data processing.

2.1 RDF and SPARQL

The Resource Description Framework (RDF) ' is a data model recommended by the W3C
for semantic data integration, sharing and linking across different organizations and ap-
plications on the Web. RDF provides flexible modeling of data coming from heteroge-
neous domains in the form of triples forming subject-predicate-object statements, facilitat-
ing the construction of Knowledge Graphs. Every component of such a triple is a resource
uniquely identified by an IRI or a data value in the form of a literal. The latter can only be
present in the object position. A set of such statements can be considered an RDF graph,
where subjects and objects are nodes and there exists an arc labeled with the property
name, connecting corresponding subject and object for each statement. Several organi-
zations publish data in the RDF model, leading to interlinking information from different
sources and automatic processing using software agents. As a result, as of 2019 the
Linked Open Data (LOD) cloud [90] contains more than 1200 datasets and 60 billion triple
statements, with DBpedia [8], a dataset that contains semantic information extracted from
Wikipedia, taking up a central position with 3 billion triples and around 50 million links to
other datasets.

The SPARQL query language is the W3C recommendation for querying RDF graphs. The
basic building block of SPARQL queries are triple patterns. A triple pattern is similar to an
RDF statement, with the exception that each component (subject, predicate or object) can
be either a resource or a variable. The evaluation of a single triple pattern over an RDF
graph consists of finding matches of the pattern on the graph such that variables are sub-
stituted by RDF resources. A Basic Graph Pattern (BGP) is a set of triple patterns. During
evaluation of a BGP all triple patterns are matched to an RDF statement and common
variables between triple patterns are substituted by the same resource. If we consider
RDF storage on a single relational triples table, a BGP with n triple patterns corresponds
to n — 1 self joins of the triples table.

On top of that, RDF can be extended with the ability to encode ontological knowledge
which is useful when describing the domain of a knowledge graph. RDF Schema (RDFS)
as well as more expressive ontological languages like OWL-2 QL define ontological con-
straints on top of RDF graphs, such that SPARQL query answering must be extended by

'https://www.w3.org/TR/rdf11-concepts/
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taking into consideration the corresponding semantics in order to provide the user with the
complete answers, as it is the case of ontology-based data access that we describe in the
following section.

2.2 Ontology-based Data Access (OBDA)

Ontologies can be used on top of RDF graphs in order to enrich the semantic information
by providing a vocabulary that facilitates the conceptual modeling of a specific domain.
For example, one can use an ontological statement to declare that if someone teaches a
university course, then he is a professor. Then, for a given individual such that the data
contain the information that he teaches a course, a query answering system under the
appropriate entailment regime can deduce that this individual is a professor, even if this
knowledge is not explicitly stated in the data.

Ontology-Based Data Access (OBDA) is a database technique in which an ontology is
linked to underlying data sources through mappings. An end user can pose queries over
the ontology, which we assume to represent a familiar vocabulary and conceptualization
of the user domain. The OBDA system automatically translates the query and sends it
for execution to the underlying data sources, providing the end user with a convenient
abstraction over possibly complex schemas and details about the data storage and query
processing.

A system can follow two main approaches to provide complete answers under such en-
tailment regimes. The first one is query rewriting, which is similar in spirit with backward
chaining of datalog evaluation. Under this approach the original query is rewritten in or-
der to provide complete answers when posed over the incomplete data. This method
has the advantage that it does not need data preprocessing, but on the other hand it
produces more complicates queries. On the other hand, the second approach that is sim-
ilar with forward chaining, uses materialization during data loading in order to add all the
implicit knowledge to the data. This usually achieves better query performance, but it
involves expensive data preprocessing, leading to increased database size and making
things complicated during data updates or when the ontology changes.

There are several ontology languages aiming to different trade-offs between expressivity
and efficiency of reasoning tasks, but regarding conjunctive query answering over RDF
graphs, W3C recommends the usage of a specific profile of the OWL language which is
called OWL2-QL. Under this entailment regime, it is guaranteed that it always exists a
first-order query rewriting of a conjunctive query such that, when this rewriting is executed
over the incomplete data, it provides the full answers implied by the OWL2-QL ontology.
Indeed, several methods in order to obtain such a rewriting have been proposed, assum-
ing that data are stored in an external, usually relational, database. In many cases, this
rewriting has the form of a union of conjunctive queries, as for example in the Perfec-
tRef [77] which was the first such proposed rewriting. It was soon observed that the result
union of conjunctive queries was in many cases prohibitively large in order to be evaluated
efficiently (for example it could contain thousands conjunctive queries), and as a result,
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optimized methods that produce queries with fewer unions were proposed, based on query
containment [66, 27]. Nevertheless, the result could still be extremely large. In order to
solve this problem, some rewriting methods were proposed aiming to produce more com-
pact rewritings in the form of nonrecursive datalog instead of union of conjunctive queries
[86, 52], but efficient evaluation of such rewritings in existing database engines is still an
issue. In [20] a cost-based comparison of different reformulations is carried out and in
general, the final rewriting will be a join of unions of CQs. Semantic Index [82] contains an
arithmetic encoding of class and property hierarchies and stores RDF data into relational
back-ends using the appropriate B-tree indexes, such that class and property membership
can be determined by range queries over these indexes, avoiding a large number of union
subqueries.

On the other hand, a complete materialization of all the implicit knowledge defined by an
OWL2-QL ontology in the general case may not be even possible, as the canonical model
of the ontology and data may be infinite. As a result, regarding methods based on forward
chaining, there have been proposed a combined approach [56] relying on materializa-
tion with respect to certain axioms combined with query rewriting, and an extension of
that which uses finite materialization coupled with a filtering procedure in order to discard
spurious answers[63].

Commercial RDF stores that support query answering over OWL2 QL ontologies include
Stardog 2 that is based on query rewriting, and GraphDB * that relies mostly on materializa-
tion. Our work, following the architecture of [82], is also based on query rewriting, using
PARJ as the execution engine, instead of an external relational database management
system (RDBMS), as we describe in Section 5.4.

2.3 Systems and approaches for RDF Storage and SPARQL query processing

RDF storage and processing can be distinguished in three perspectives: i) a relational
perspective, (ii) an entity perspective and (iii) a graph-based perspective [62]. Our work is
mainly following the first perspective, as using relational technology for RDF processing
has been a subject of research since the proposal of the RDF data model with prominent
results. BGP evaluation using a single triples table that contains the whole RDF graph
involves expensive self joins over this large table. As a solution, some systems like Jena
[103] proposed the usage of “flattened” property tables, which contain a larger number
of columns, in an effort to simulate a relational schema and avoid joins as much as pos-
sible. Nevertheless, this design has some drawbacks, like for example a lot of NULL
values for wide tables, the need for UNION during a single BGP processing and difficulty
to handle multi-values attributes. [5] aims at efficient evaluation using an object-relational
DBMS including a two-column representation for properties. Vertical partitioning[1] uses
this representation in order to treat the drawbacks of the property tables. In this approach
a separate two-column table is created for every property of the RDF graph. In this case,

https://www.stardog.com
3http://graphdb.ontotext.com/
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the number of joins is not reduced in comparison to the single triples table, but each join
is between smaller tables and also tables not relevant to the query do not need to be
accessed at all. Column stores are ideal candidates for RDF processing using vertical
partitioning, as they provide compact storage and compression over each column. Our
physical design is based on vertical partitioning as in [1], combined with techniques from
column stores adapted for efficient in-memory RDF data storage.

Hexastore enhances the vertical partitioning by replicating the data through six different
indexes, corresponding to all possible permutations of subject, predicate and object [102].
RDF-3X [70] also uses extensive indexing such that an index is created not only for all
possible permutations but also for aggregated values, resulting in 15 indexes stored as
clustered B+ trees. This schema along with several optimizations, such as skipping large
parts of irrelevant data during merge joins using a form of sideways information passing,
made RDF-3X one of the most efficient disk-based RDF stores, despite conceptually using
the single triples-table approach. As in Hexastore, we keep two different replicas for each
property in different sort orders (corresponding to POS and PSO indexes) with respect to
our vertical partitioning data storage, and we also compactly store only distinct subjects
and objects. Also, our adaptive join optimization (Section 5.3.1) can be considered a way
of skipping irrelevant data as in RDF-3X.

Regarding SPARQL query processing using cloud technologies, [47] provides an overview
and classification of systems and approaches in different categories regarding several
characteristics. Here we briefly mention the most relevant research. An initial approach
using the MapReduce framework is presented in [84, 85]. In this work, the authors de-
scribe the query evaluation of Basic Graph Patterns of SPARQL using an iterative algo-
rithm, such that every join in the query requires a separate MapReduce job. The RDF
data is stored in plain files in the distributed file system. A similar iterative approach is
also used in [67], but here the authors note that more than one triple patterns that share a
variable can be joined together in the same MapReduce job. They use a greedy selection
algorithm that chooses in every step the variable that appears in more triple patterns and
they employ reduce-side joins to get the results. In [31] predicate-based hash partitioning
is employed. The query is decomposed to subqueries using the same partitioning and
in every node a local Sesame RDF store is used to evaluate each subquery. Instead of
hash partitioning, in [42] the authors use a graph partitioning algorithm to assign triples
to nodes and also they employ data replication for triples that are on the boundaries of
each partition, in order to maximize the number of subqueries that can be executed with-
out communication between the nodes. They stress the usefulness of a heuristic that
finds the minimal number of subqueries because this corresponds to a minimal number of
Hadoop jobs, and they split each query to a number of such subqueries using a brute-force
method, which is suitable only for queries with few triple patterns.

A number of approaches store the RDF data into an existing system that has its own
declarative language and then they transform the SPARQL queries into that language.
For example, [88] uses Pig Latin[71] and performs some well known optimizations to the
SPARQL query, like the early execution of filters and some selectivity estimations based
on variable counting. During the translation to Pig Latin, [88] just uses multi joins when
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consecutive joins on the same variable are found, as this is an option that Pig Latin offers.
RAPID+, a system which is also based on Pig Latin, is presented in [81]. Here the authors
propose an intermediate algebra which is called Nested TripleGroup Algebra, in order to
facilitate the grouping of join operators during the translation of the query to the execution
plan in Pig Latin. The result is that each star join involving two or more triple patterns can
be executed in one Map-Reduce job, using vertical partitioning.

H,RDF+ [73] uses HBase* to store the RDF data. It takes advantage of the HBase key
ordering for each table and it uses six tables, each one corresponding to an RDF triple
permutation. In this way there is replication of the data, so that the system can perform fast
merge joins when all triples are part of the initial RDF data. When some data is result of an
intermediate step, the system first performs a sorting on this intermediate data. Another
key feature of the system is that during the query planning it examines the option that
the query will be executed in a centralized system. The rationale behind this is that if the
query is simple, its evaluation in a centralized system can be preferable, because one
can avoid the overhead of the MapReduce jobs and network communication. The system
uses a greedy planner to decide about the order of the joins, based on a cost model
and some index statistics that it has. In a similar manner, the system named Rya[79] uses
Accumulo®, to store indexes for permutations of subject, predicate and object in the row ID
field of each corresponding table, but it only uses three indexes instead of all the possible
ones. Rya supports range queries and regular expressions, multi-threaded join execution
and also provides some limited inferencing capabilities. S2RDF [89] uses the in-memory
system Spark to store the RDF data using vertical partitioning combined with semi-join
materialization and then translates the SPARQL query to Spark SQL [7].

2.4 In-memory data processing

Regarding in memory join processing, a lot of research has been concentrated on cache
friendly methods, such as the radix hash join [64], and also into taking advantage of hard-
ware features such as the SIMD vectorized instructions for efficient parallel sort-merge
joins [4, 53]. These works consider the setting of relational data with arbitrary number of
columns, where a single join has to be performed on previously non indexed columns and
sorting or hashing is a serious overhead that has to be performed in parallel. Instead,
our work is tailored for RDF graphs, as it exploits initial ordering of both subject and ob-
ject RDF columns and partial ordering of subsequent joins for pipelining multiway joins,
such that it completely avoids hashing or sorting during query execution. Exploiting par-
tial ordering of values in a column has been used by main memory systems in the form
of zone-maps [96, 80] where additional statistics about each such zone have to be main-
tained in order to skip scanning certain areas. On the contrary, our join processing does
not need to rely on extra statistics as in zone-maps. Adaptivity during run-time regarding
the decision of scanning a base relation or use a secondary index has been studied in

“http://hbase.apache.org/
Shttp://accumulo.apache.org/
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[17, 18] for disk-based systems.

Regarding centralized parallel in memory RDF processing, to the best of our knowledge
there is no work concentrating on query processing. RDFox [68] and Inferray [99] are
both systems that aim at parallel in memory computation and materialization of RDF infer-
ences. This can be thought of as a preprocessing step prior to querying. Although RDFox
offers query evaluation, it seems that is not the focal point of the system and for such
queries there is no support for intra-query parallelism, that is each query is evaluated in
a single thread. In [36] several variations of the disk based RDF-3X are presented, such
that they allow parallel join evaluation. From the experimental results it is shown that de-
pending on the query, there is no clear variation that has better performance, whereas
for some queries the original version is better, as parallel evaluation prohibits the usage
of the sideways information passing optimization in RDF-3X. Also, their approach works
by parallelizing each join separately and demands communication and synchronization
costs.
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3. HANDLING REDUNDANT PROCESSING IN OBDA QUERY
EXECUTION OVER RELATIONAL SOURCES

This chapter describes an optimized query translation method for obtaining efficient SQL
queries from an initial SPARQL query posed over an ontology, though declarative map-
pings to a relational database. The results of this chapter are included in publications [12]
and [14].

3.1 Introduction and Outline

As we described in Section 2.2, the query translation in OBDA typically involves query
rewriting and query unfolding. During query rewriting, an initial query over an ontology
is rewritten in order to take into consideration the ontological axioms. The result of this
process is a query, that when posed over the ABox alone (that is, by disregarding all
the ontological axioms), will return the same answers as the initial query posed over the
ontology. This is done using the notion of certain answers, that is answers present in ev-
ery model of the ontology. During query unfolding the rewritten query is transformed into
another query expressed in the query language of the underlying data sources. In what
follows we consider an OBDA setting, where an OWL 2 QL ontology is linked through map-
pings to data stored in a relational database management system (RDBMS). This method
provides the user with access to a virtual RDF graph. The original query is expressed
over this virtual RDF graph in the SPARQL query language, and the result of rewriting and
unfolding is a SQL query.

Example 1. As an example of OBDA setting consider a relational schema that contains
the relational tables A, A,, As,C, and Cy and the mappings from Figure 3.2. In these
mappings Pi,Q1, Ry, P>, P; and Q3 are properties defined in the ontology, whereas f, g, h
and k are functions roughly corresponding to string concatenation. These functions are
responsible for constructing an object that acts as an ontology instance out of values
occurring in the database. In our setting, they construct an RDF term represented by an
IRI. Also, consider the query ans(x,y,w,z) + Pi(x,y), P(z,w), Ps(y, z) posed over the
ontology.

The notion of OBDA as we describe it, was presented in [77]. There, the result of query
rewriting of an initial conjunctive query (CQ) over the ontology is a union of conjunctive
queries (UCQ) over the ontology. Then, the authors define a faithful representation of
this UCQ, along with the mappings and database instance in terms of a logic program.
Query unfolding is based on partial evaluation of such logic programs, and as final result
it produces an SQL query. More details about this process are given in Section 3.3. Sub-
sequent research was focused on more efficient rewritings in the form of UCQs over the
ontology [52, 27, 76]. The main aim of these approaches was to produce a UCQ with
as few subqueries as possible, as it was observed that the number of union subqueries
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in the result of query rewriting could be very large. A different approach was followed in
[20], where a cost-based comparison of different reformulations is carried out, considering
that no mappings are used and the ABox is directly stored in the external database.. In
general, the final query in this case will be an SQL query that contains joins over UCQs
(JUCQs). An extension of this work for arbitrary relational schemas, so that it also takes
into consideration the unfolding step with arbitrary mappings, is presented in [59].

Regarding the implementation of OBDA systems, it has been observed that in practice
it is more efficient to compile ontological knowledge regarding class and property hierar-
chies into the mappings, and ignore such axioms during query rewriting. For this reason,
Ultrawrap-OBDA[92] uses the notion of saturated mappings and Ontop[21] uses the so
called 7-Mappings [82]. For example, consider the setting of Example 1 and an ontology
that contains the following axioms: Q; C P, Ry C P, and Q3 C P;. We can ignore the on-
tology axioms regarding property or class hierarchies during query rewriting (in our case
all three ontology axioms), and perform query unfolding with the enhanced 7-mappings
shown in Figure 3.3.

In [82] three main reasons are specified for the presence of a large number of union sub-
queries in the result of query translation: i) ontological queries with existentially quantified
variables that can lead to rewritings of exponential size, ii) large ontological hierarchies
and iii) multiple mappings for each ontology term. Also, the authors observe that the first
reason is rarely observed in real world ontologies and queries. As a result, when compiling
ontological information about hierarchies into the mappings, as for example in the Ontop
T-mappings, the last two important reasons that lead to a large number of subqueries
are encountered during query unfolding. As an example, consider the query from Exam-
ple 1 posed over the previously specified OBDA setting and 7-mappings. The unfolding
method from [77] will produce a UCQ over the database that contains six union subqueries
as shown in Figure 3.4. Each subquery corresponds to a different combination of the three
mappings defined for P; with the two mappings defined for P;. One can easily see that in
case of queries with many atoms posed over large hierarchies, the final UCQ can contain
hundreds or thousands of subqueries. On the other hand, a different unfolding method
could choose to first compute as intermediate results the queries that correspond exactly
to the first and third atoms of the initial query. In the specific example, the first temporary
result would be a union query over tables A, A; and A3 and the second temporary result
would be a union query over tables C; and C,. The final result would be a join of UCQs.
Finally, one could choose an intermediate strategy, that would compute only one of these
two intermediate results. Clearly, a cost-based decision should be made by the OBDA
system regarding which exactly of these intermediate results should be computed, and if
the overhead from computing and saving these results is counterbalanced from the gain
in the final query.

Unfortunately, uncertainty about query execution costs is an inherent problem in data in-
tegration, where the mediator system (in our case the OBDA system) operates outside
the database engine[45], as knowing all the factors that affect query execution is difficult
or even impossible. For example, these factors include the exact execution plan that will
be chosen by the RDBMS, including the access methods for each base relation and the
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join order in a join query, hardware characteristics like for example the amount of avail-
able memory and disk throughput, the disk block size, the exact details of the database
physical design, like the existing indexes and the kind of each index and several other
factors.

On the other hand, one could expect that the RDBMS is capable of optimizing the pro-
duced query, since it performs query planning and optimization by taking into consideration
the aforementioned parameters. Unfortunately, database engines focus on optimization
of certain aspects of queries, including join ordering of multi-join queries, optimization of
aggregate functions, access methods for each relation, etc. Queries produced by OBDA
systems have some characteristics that are not regularly encountered on human-written
queries for database applications. One such characteristic is the occurrence of common
subexpressions in different parts of the query, for example in different subqueries of a
union query. As we saw, the number of these subexpressions and subqueries can be
very large. Although common subexpression identification (and in the case of multiple
queries the related multi-query optimization area) have long been investigated in database
research and implemented in database prototypes [91, 74, 87], to the best of our knowl-
edge these methods have not become integral part of commercial RDBMSs, due to the
increase in optimization time and the complexity introduced to the query optimizer. But
since these common subexpressions are created during query translation, the OBDA sys-
tem has the knowledge about them that can be taken into consideration to produce the
final SQL query. Furthermore, it has been observed [59] that by using knowledge from the
mappings, we can compute during system setup some parameters that will help us obtain
more accurate selectivity estimations. For example, in our approach, a crucial factor that
must be used when deciding about the exact form of the final SQL query, is the number of
duplicates contained in the mappings used during unfolding for each ontology predicate.
For example, for predicate P, of the query given in the previous example, it is crucial to
know the number of duplicates rows in tables A;, A, and the table obtained by selecting
the first two columns of table A;. The OBDA system knows from the mappings for which
such columns and tables it should collect such information as an one-time task prior to
query execution. On the other hand, an RDBMS cannot accurately estimate the number
of duplicates in seemingly unrelated tables and columns during query execution.

Given the previous observations, in this chapter we propose a cost-based method em-
ployed by the OBDA system during unfolding, for choosing the final form of the SQL query
to be executed by the RDBMS. This method relies on heuristics that in turn rely only on
factors known to the OBDA system, such as sizes of the relations, duplicates introduced
by the mappings for each ontology term and selectivity estimation for simple CQs over the
database, that are not affected by issues such as join ordering or access methods, and
thus can be performed even from a system operating outside the RDBMS as long as some
basic statistics about the tables have been obtained prior to the deployment of the system.
Specifically, our method starts with the “fully” unfolded query produced by the method of
[77] as the baseline, and uses the heuristics in order to “fold” back specific paths, when
this is expected to be more effective. Each such fold corresponds to the creation of an
intermediate table, as explained in the previous example. These heuristics are based on
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the notion of redundant processing between the union subqueries. We make a distinction
between two kinds of redundant processing: i) duplicate answers and ii) repeated opera-
tions (disk reads and writes on the same data) from different union subqueries of the same
query even in the absence of duplicate answers.

Regarding duplicates, using the standard set semantics for queries over ontologies, the fi-
nal answer should be duplicate-free, but since RDBMSs operate using the bag semantics,
duplicates are often introduced during query evaluation. Duplicates can be introduced as
different ways to obtain the same fact from the data, for example the same tuple may be
produced from different mappings used for the same property or class assertion. Using
the unfolding method from [77], this will result in duplicate answers coming from different
union subqueries. But duplicates can be introduced even from a single mapping, in case
the database relation already contains duplicate rows, or due to the projection operator
in the SQL query in the body of the mapping. In this setting, duplicates are redundant
answers whose impact can be detrimental for query evaluation, as the size of interme-
diate results can increase exponentially in the number of joins in the query. Even if the
final SQL query produced by an OBDA system dictates that the result should be duplicate
free using the SQL DISTINCT or UNION keyword, relational systems rarely consider early
duplicate elimination in order to limit the size of intermediate results, but only perform the
task on the final query result. This behavior is justified by the fact that duplicate elimination
is a costly blocking operation [16] and also that the SQL queries are usually formulated by
expert users who take into consideration the integrity constraints of normalized relational
schemas. Under these assumptions, considering early duplicate elimination options dur-
ing optimization is not usually regarded worthy. Contrary to this situation for SQL queries,
it has been ascertained [48] that in real world OBDA settings, duplicate answers frequently
dominate query results and also that this appears as “noise” to end users that might be
using a visual query formulation tool. In the previous version of this work [12], we intro-
duced a heuristic regarding early duplicate elimination, for duplicates introduced from a
single mapping. In this version we extend this heuristic for the case of duplicates that
show up in different union subqueries, and use it to help us decide when to “fold” back
specific branches of the unfolded query.

Regarding the second kind of redundant processing, this depends heavily on the exact
execution plan that will be chosen by the RDBMS. As an example, consider the UCQ from
Figure 3.4 and let us suppose that there are no duplicates (each fact for each ontology
predicate can be obtained only from a single mapping). Also suppose that the RDBMS
chooses to perform all the joins using index-based nested loops, using for the first three
subqueries the table C; as the leftmost table and for the next three subqueries the table
(' as the leftmost table. In this case, the redundant processing is equal to the two scans
of table C; plus the two scans of table C; (ignoring the possible impact of the memory
cache). If there was no redundant processing, then it is reasonable to assume that this
form of the query would be the most efficient translation, as it consists of simple CQs which
the RDBMS can efficiently optimize and probably evaluate in parallel. But since we have
redundant processing, one would expect that it would be more efficient to first compute
and save the temporary union table corresponding to the three mappings for P, if the
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RDBMS will again choose to perform index-based nested loops and the cost for creating
and saving the temporary result is smaller than the cost of the initial redundant processing.
As all these possible execution plans cannot be known to the OBDA system, for this case of
redundant processing, we use a criterion according to which temporary tables are created
in a “conservative” manner, only when it is almost certain that this decision will lead to
smaller execution cost.

In this chapter we present efficient solutions to the problem of handling redundancy, con-
sidering ontologies belonging to the OWL 2 QL language', as the W3C recommendation
for query answering against datasets stored in relational back-ends. Nevertheless, sev-
eral aspects of this work can be considered for other ontology languages as well. As
mentioned, an early version of this work was presented in [12], where a heuristic was
presented for early duplicate elimination in duplicates introduced from a single mapping
(that is for each union subquery of the final SQL query separately). This heuristic was
evaluated over four different RDBMSs and it was shown that its usage is justified and that
for query mixes from two different used benchmarks, such that low selectivity queries do
not dominate execution time, it can lead to overall improvement of up to 25% compared
to the strategy of always performing duplicate elimination. The main contributions of the
present work, extending this previous version in several aspects, are as follows:

* We enhance the unfolding step previously described in the literature with cost-based
decisions regarding the redundant processing, obtaining a full cost-based method
for OBDA query translation (Section 3.3).

* We extend the heuristic in order to deal with duplicate answers coming from different
union subqueries (Section 3.6).

* We take into consideration other forms of redundant processing in the form of re-
peated operations (Section 3.6).

* We implement our method for cost-based translation by modifying the state of the art
OBDA system Ontop [82] and we perform extended experimental evaluation (Sec-
tion 3.7).

The organization of this chapter is as follows. We start by providing some preliminaries
regarding ontologies, mappings, relational databases and logic programs (Section 3.2).
In Section 3.3 we modify the unfolding method from [77], which is based on partial evalu-
ation of logic programs, in order to explore equivalent results given that certain mappings
have been replaced by a combined mapping which we define. In Section 3.4 we present
a methodology that computes the mapping assertions that are possibly responsible for
the introduction of duplicate answers and in Section 3.5 we discuss how to perform du-
plicate elimination over the database values by pushing the duplicate elimination before
the IRI construction. In Section 3.6 we describe the cost-based decisions and we present
the algorithm that incorporates them in the unfolding process. In Section 3.7 we present

"https://www.w3.org/TR/owl2-profiles/
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experimental evaluation of our implementation using the Ontop OBDA framework and the
NPD and LUBM benchmarks. We also use the Wisconsin benchmark to compare our
results with the results of [59]. In Section 3.8 we present relevant work and conclusions.

3.2 Preliminaries

We consider the following pairwise disjoint alphabets: X, of ontology predicates, ¥ of
database relation predicates, Const of constants, Var of variables and A of function sym-
bols where, each function symbol has an associated arity. We also consider that Const is
partitioned into D B¢, of database constants and Oc,,.s; of ontology constants.

As in [77], we use functions with symbols from A in order to solve the so called impedance
mismatch problem of constructing ontology objects from values occurring in the database.
These functions roughly correspond to IRI templates specified in the R2RML? language.
We also consider that VA, A\, € A, where \; # )\, the range of function with symbol ),
and the range of function with symbol )\, are disjoint. That is, the same ontology object
cannot be produced from different functions.

3.2.1 Databases.

We start by giving definitions for database instances and queries over them, following the
bag semantics from [26].

A bag B is a pair (A, 1), where A is a set called the underlying set of B and 1 is a function
from elements of A to the positive integers, which gives the multiplicities of elements of A
in B. The underlying set of a bag B will be denoted by U S5.

A relation instance is a bag of tuples of fixed arity using constants from D B¢,,,.
A source schema S is a set of relation names from X .

A database instance D for a source schema S is a mapping from relation names in S to
relation instances.

3.2.2 AQueries.

We define queries following the bag semantics of [26]. In our definitions we use the term
“SQL query” although the syntax of our formulas is that of first-order logic. Similarly, re-
lation instances are viewed as bags of ground atoms (i.e., with no variables) of first-order
logic.

A SQL query over arelational schema S is an expression that has the form: Query(7) < a,
where « is a first order expression containing predicates from Xz, which are among the

2https://www.w3.org/TR/r2rml/
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1:q
Node 1
1:m1 tmt 1:m1
Node 2 Node 3 Node 4
2:m4 2:m4 2:m4
Node 5 Node 6 Node 7
3:m5 3:ms' 3:m5 3:ms' 3ms 3:m5'
Node 8 Node 9 Node 10 Node 11 Node 12 Node 13

Root : ans(z,y, 2)0y < ans(x,y, z)

-

Nodel : ans(x,y, z)0001 < Pi(z,y), Po(x, h(A)), P3(y, 2)

0y = {}

Node2 : Cl?’LS([L', Y, 2)900192 — Al(lev U;nl)v PQ(f(,U{nl% h(A))v P3<g(1)72n1), Z)

= {z/f ("), y/g(v3")}

Node3 : ans(w,y, 2)000105 < A (", v5™), Pz(f( mll)vh(A)) Py(g(v5""). 2)

= {2/ ("), y/g(v5")}

Node4 ans(x,y, Z)909194 — A3(U§n ;nl/a §n1”> P2(f< mlu)a h(A)) P3< ( ml”)’ Z)
01 = {x/f(v" )79/9(21)}

Node5 : ans(x,y, )80019205 A Al(vl ,U2 ) A3(v1 7U2 )A) P3( ( m1>’ 2)

05 = {v" o], v 4/14}

Node6 : CLTLS(l’,y, 2)90919396 <~ AQ(U? ml') A3( mll Vg 47A)7P3( ( Vg )a Z)

96 = {of" fop, vy A}
U;MaA) PS(Q( 5 )72)
= {o" /", v A}
Node8 : ans(z,y, 2)0p01020505 < Ay (v, 05, Ag(’Ul , vyt A), C’l(v2 )

= {o7" /vy 2/ k(v3)}

Node9 : ans(z,y, 2)0p0102050 < Ay (v 05, Ag(’Ul g A), 02(U2 Lo

= 0 )

Nodel0 : ans(z,y, z)0o616306010 < A2("Uin1,a@72nl/)a A3(UT1,>U?4>A)7 Ci(vy" ,212 5)

010 = {UT5/U?1',Z//€( 2)}

Nodell : CLTlS(;L’,y, Z>00‘918306011 — AZ(U?LP?U?F)J A3( o U72n47A) 02( 2 ?5 )

O = {01 o3, 2/k(v3"™)}

Nodel2 : ans(z,y, 2)0010407615 < As(u™" vt o) Ag(u” o, A), C’l( ml” pms)
012 = {UTE)/Uz »Z/k’< v3°)}

Nodel3 : ans(x,y, 2)00610407015 + As(v™" o7 o), Ag(vm!” i) A), Co(vi” i)

Figure 3.1: SLD Tree O3 = {Uiny/vgn 2 /k(v m5/)}
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ml: Ay (P vgt) = Pu(f (o), g(v5h))
m2 : Ay (v, 05%) = Qi (f(v]"?), g(v5™))
m3 : Ag(v7?, 5, vg*) = Ra(f(u"°), g(v5?))
md 0 Az(vP oy i) = Po(f(up™), h(vy™))
m5 : C1(v]", v5"°) — Py(g(v"), k(v5™))
m6 : Co(v",v5"°) = Q3(g(v7™), k(v3"))

Figure 3.2: Example Mappings

ml: AI(UTI,UQ ) — Pl(f(”inl)?g(vém
ml’ : Ay(ot oty = Py(f (oY), g(ui
ml1” : As(vmt” ot oty - P1(f( mlﬂ)
m2 : Ay (v ,1)2 2 = 2
m3 : As(v”, v}’ ,v3 )
m4 : Ag(v™, vpt vt — P
mb : Cl(vl , vy
" Oy, v) = Pa(g(of 5/), (v5"
m6:C’2(v1 050) = Qs(g(v), k(vy*

Figure 3.3: Example 7-Mappings

relations that belong to S, Query € Yr, Query ¢ S and 7 is a vector of constants from

D Bconst @and variables from Var that appear in a.

A conjunctive query C'(Q over a relational schema S is a SQL query, where a has the
form Ry(z1) A ... A R,(z;,), where =7, ..., 2, are vectors of constants from DB¢,,s; and
variables from Var, and R,,..., R, € S. Variables from 771, ...,
¥ are existentially quantified, but we omit the quantifiers in order to simplify the reading.
CQs roughly correspond to SQL Select-From-Where queries.

z, that do not appear in

Let q be the SQL query Query(z) < «, we will denote by [];(¢) the query resulting from
the projection of the i-th answer term of q, that is the query: Query(x;) + «

An assignment mapping of a conjunctive query @ into a database instance D is an assign-
ment of values from D B¢, belonging to D to the variables of () such that every atom in
the body of @) is mapped to a ground atom in D. Let # be an assignment mapping of @
into database instance D and let X be a variable in Q. We denote by §(X) the constantin
D Bconst to which 6 maps X and we denote by 0(R;(z;)) the ground atom to which R;(z;)

is mapped.
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ans(f(x), 9(y), h(w), k(2))
Ai(z,y), As(x, v, w), Ci(y, 2)V
As(z,y), Az(x, v, w), Ci(y, 2)V

As(z,y,v2), As(z,v1,w), Ci(y, 2)V
Aq(z,y), As(x, v1,w), Co(y, 2)V
As(z,y), Az(x, v, w), Ca(y, 2)V

Figure 3.4: UCQ over the database

emy A oh) V Ap(ofh o) vV Ag (ot oyt o) = Pu(f (), g(05™))

0 = (oY ot o fop ot g, o fopt)

Figure 3.5: Combined Mapping for Mapping Assertions m1, m1’ and m1”

cny Cl(UTS, U£n5> V CQ(UT57U£'I5) — P3(g(vqln5)7 k(v;n5))

0 = {7 oy, v vy}

Figure 3.6: Combined Mapping for Mapping Assertions m5 and m5’
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Let 1; denote the multiplicities p(6(R;(x;))),7 = 1, ...,n. The result due to 6 of a conjunctive
query @ over D is the atom (0(Z), uy) with the multiplicity pp = papo - - - pin.

The result of a conjunctive query ) over a database instance D denoted by Q(D) is given
by wyry, where 6 is any assignment mapping of @) into D, r, is the result due to § and W
denotes bag union.

3.2.3 Ontology and Mappings.

A TBox is a finite set of ontology axioms.

An ABox is a finite set of membership assertions A(p) or role filling assertions P(p, p’),
where p, o' € Oconst @and A, P € Y denote a concept name and role name respectively.

A DL ontology O is a pair (T,.A) where T is a TBox and .A an ABox.

A mapping assertion (or simply a mapping) m from a source schema S to a TBox 7 has
the form: ¢(z) — 1 A ... Ay, where ¢(Z) will be denoted by body(m) and itis a SQL query

over a database schema S, each 1; has the form P,(cc!(z}), cc?(2?)) or Ci(cct(z})) with P,

( respectively C;) € ¥ a property (respectively concept) name, and each ccf € Ais a
function with arity equal to the length of xf and range a subset of O¢,,s;. The conjunction
in the right-hand side will be denoted by head(m). A mapping collection M is a finite set
of such mapping assertions.

In this chapter we consider mappings where all variables in iy, A ... A 1, also appear in 7.
In this setting, M can be transformed into a set of equivalent mapping assertions where
the head of each assertion consists of a single atom [77]. In what follows we assume that
the head of every mapping assertion consists of a single atom.

Let M be a mapping collection, we will use the symbol M, to denote the assertions from
M whose body is a CQ over the database schema.

In correspondence with CQs over a relational schema, we define a CQ over an ontology
O as an expression of the form: Query(Z) < Pi(z1) A ... A P,(2;,) where 271, ..., z,, are
vectors of constants from O, and variables from Var, 7 is a vector of constants from
Oconst @nd variables from Var that appear in 23, ..., 2, and P, ..., P, € ¥, are ontology
predicates that appear in O.

A union of conjunctive queries UC() over an ontology O is an expression of the form
Query(Z) < CQ1(7) V... v CQ,(Z), where each CQ, fori = 1, ..., n is an expression of the

form Pi(zt) A ... A Pi(zi) as in the previous definition.
3.2.4 Logic Programs
Following [77], we use partial evaluation of logic programs in order to translate a UCQ over

the ontology into a UCQ over the data sources, using the SQL language. In this section
we present basic notions from logic programs[60] regarding partial evaluation [61]. As we
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are interested in the translation of UCQs, we do not deal with negation, and as a result we
only present notions related to definite logic programs.

A definite logic program is a set of statements that have the following form: VZ(A <«
Al Ao NAy), where A Ay, ..., A, are atoms as in standard first order logic definitions
and ¥ are all the variables occurring in A, A4, ..., A,. Each such statement is also called
a (definite) program clause, or a (definite) rule, with A being the head of the rule, and
A A ...\ A, the body of the rule.

A definite goal is a definite clause such that the head is empty. Following the standard
convention in logic programming, we omit the existential quantifiers and use the syntactic
form A4, ..., A, for the body, instead of A; A ... A A,,, both in clauses and goals.

A substitution 0 is a finite set of the form: {z,/ty,..,z,/t,}, where each z; is a variable,
each ¢; is a term distinct from x;, variables x4, ..., z,, are pairwise distinct and no variable
x; occurs in some term ¢;. Let Exp be an expression. The application of a substitution
0 on Exp is denoted Fxpfh and is the expression obtained by Euxp after replacing each
occurrence of z; with ¢;, fori =1, ..., n.

Let Exp; and Exp, be expressions. A unifier for Exp, and Exp, is a substitution 6 such
that Exp.0 = Expy0.

Lett, = {x1/s1, ..., Tm/Sm} @Nd O = {41 /t1, ..., yn/t, } e substitutions such that no variable
from x4, ..., x,, occurs in 6. The composition of 6, with 60, is the following substitution:

{$1/$1927 ceey xm/stQa yl/tla sy yn/tn}

The most general unifier (mgu) of two expressions Fxp; and Ezxp,, is a unifier £ such
that for every unifier v of Exp; and Exp, there exists a substitution ¢ such that v is the
composition of & with 6.

A computation rule is a function from a set of goals to a set of atoms, such that the value
of the function for a goal is always an atom, called the selected atom, in that goal.

Let Gbe « Ay, ..., A, ..., A;, C be A+ By, ..., B, and R be a computation rule. Then ¢’
is derived from GG and C' using the mgu ¢ via R if the following conditions hold:

+ A, is the selected atom in G given by R.
* fisan mgu of 4,, and A.

« G'isthe goal < (Ai,..., A1, B1, ..., By, Apga, ooy Ag)0

A resultant is a first order formula of the form @), < @Qs, where each of @1, Q- is either
absent or a conjunction of atoms. Any variables in ), or (); are assumed to be universally
quantified at the front of the resultant.

Let P be a definite program, G’ be a goal with body G and R a computation rule. Then,
the SLD-tree of P U {G"} via R is the tree defined as follows:

« Each node is a resultant (possibly with an empty body)
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* The root node is Gy{} + Gy, where G, = G.

e LetGby...0, +— Ay, ..., A,,, ..., Ay be anode in the tree with k£ > 1 and suppose that A,,
is the selected atom of the derivation given by R. Then, this node has a descendant
for each input clause of A « By, ..., B, of P such that A4,, and A are unifiable. The
descendant is G6y...0,11 < (Ai, ..., B1,..., By, ..., Ag)0i11, Where 6, is an mgu of A
and A,,.

* Nodes which are resultants with empty bodies have no descendants.

Each branch of the SLD-tree is a derivation of G’. A branch which ends in a node such that
the selected atom does not unify with the head of any program clause is called a failure
branch. A branch which ends in the empty clause is called a success branch. An SLD-tree
is complete if all of its branches are either failure or success branches. An SLD-tree that
is not complete is called partial.

In general an SLD-tree can contain branches that correspond to infinite derivations, but
we will not deal with this case, as the logic programs that we will construct do not contain
recursion.

The computed answer 6 for a node Q6,, ...,0; < Q; of an SLD-tree is the restriction of
Qbo, ..., 0; to the variables in the goal G'.

Let P be a definite program, A an atom and R a computation rule and 7" an SLD-tree for
PU{« A} via R. Then:

+ any set of nodes such that each non-failing branch of 7" contains exactly one of them
is a Partial Evaluation (PE) of A in P;

* the logic program obtained from P by replacing the set of clauses in P whose head
contains A with a PE of A in P is a PE of P with respect to A.

The semantics of a definite logic program P can be defined by two different ways, proved
to be equivalent. The first one is the declarative, that uses the model-theoretic semantics
of first-order logic, where the semantics are given by the least Herbrand model, which
contains the facts that are true in every model of P. The second way is the procedural,
where the SLD-tree is used, and the semantics are given by the success set of P, that is
all the facts A such that the SLD-tree of PU{« A} has a success branch. Also, itis known
that the semantics of a program P coincide with the semantics of any partial evaluation of
P.

3.3 Unfolding Queries Through Partial Evaluation

In this section we describe the process of unfolding queries over the ontology, into queries
over the external relational database using declarative mappings. We are following the
approach of [77], with the following modifications:
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* We enforce that during each step of the SLD _Derive process, the algorithm employs
the computation rule that chooses for unification the leftmost possible atom in the
right-hand side of the resultant.

* We make a distinction between mapping assertions whose body is a CQ over the
database and the rest of the mapping assertions.

* We define a step that “folds” back specific branches of the PE tree based on the no-
tion of combined mapping, and we show that the SQL query that is obtained based
on this form of the PE tree has exactly the same answers with the SQL query ob-
tained using the initial form of the tree.

As in [77], we start by defining the logic program fora UCQ Q(Z) < CQ(Z) V...V CQ, ()
over: (i) an ontology O (ii) a database instance D over a database schema S and (iii) a
mapping collection M from source schema S to the vocabulary of ©. The main modifica-
tion is that we use auxiliary predicates only for mapping assertions in M \ M.

The program for @), D and M, denoted P(Q), M, D) is the logic program defined as follows:

* P(Q, M, D) contains the clause Q(7) < CQ;(¥) for each CQ); in the right-hand side
of Q.

+ P(Q, M, D) contains the fact R() for each tuple ¢, such that ¢ € R, for each relation
instance R in D.

* P(Q, M, D) contains each mapping assertion m € M.

» For each mapping assertion m € M \ M¢q, P(Q, M, D) contains the clause
head(m) < Auz,,(Z), where Aux,, is an auxiliary predicate associated to m, whose
arity is the same as head(m).

« For each mapping assertion m € M \ Mg, P(Q, M, D) contains the fact Auz,,(f),
where ¢ € body(m)(D).

We now present the function SLD-Derive defined in [77], with the extra condition that
we enforce use of the computation rule that chooses for unification the leftmost possible
atom. The SLD-Derive(P(Q, M, D)) takes as input P(Q, M, D) and returns a set Res
of resultants constituting a PE of ¢(#) in P(Q, M, D), by constructing an SLD-tree for
P(Q, M, D)U {«+ ¢q(z)} as follows:

« it start by selecting the atom ¢(%),

* it continues by selecting the atoms whose predicates belong to the alphabet of 7, as
long as possible, using the computation rule R which selects each time the leftmost
such atom

* it stops the construction of a branch when no atom with predicate in the alphabet of
T can be selected.
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The partial evaluation PE(Q, M, D) of P(Q, M, D) with respect to ¢(¥) is obtained
by dropping the clauses for ¢ in P(Q, M, D) and replacing them with the result of
SLD-Derive(P(Q), M, D)).

Example 2. Consider the query ans(x,y, z) <+ Pi(x,y), Pa(x, h(A)), Ps(y, z), the mapping
collection (T-mappings) shown in Figure 3.3 and a database instance over a schema
that contains the relation names A, Ay, A3, C; and C, with tuples of appropriate arities
according to Figure 3.3. The SLD-tree for P(Q, M, D) U {«+ ans(z,y,z)} is shown in
Figure 3.1.

In [77] the virtual ABox given by a mapping collection M over a database instance D
for a database schema S is defined as the set of ABox assertions generated by applying
each mapping assertion in M over D and it is shown that for each tuple of constants ¢,
P(Q, M, D) U{« ¢(1)} is unsatisfiable if and only if # belongs to the result of executing Q
over the database instance that stores exactly the assertions contained in the virtual ABox.
Here we omit the formal definitions and the proof, but we note that it is straightforward to
see that the specific result carries over to our modified definition of P(Q, M, D). Itis
also shown that the result of SLD-Derive is independent of the database instance D (i.e.,
independent of facts of the form Auz,,(t) for some auxiliary predicate Auz,,, and facts of
the form R(t) for some relation instance R) and the algorithm UnfoldDB is defined, which,
given an UCQ @ over an ontology O with a mapping collection M, translates the set of
resultants returned by SLD-Derive(P(Q, M, D)) into queries over the database instance
D. Again, we omit the details and we note that in our case the resulted query will be a
UCQ over S that has the form

Query(Z) < Q1(Z) V ... V Q,(7) (3.1)

where each @, for i = 1, ..., n is the translation given by UnfoldDB that corresponds to a
resultant returned by SLD-Derive(P(Q, M, D)), and it is an expression of the form

Auw; (7)) N oo N Aux (5) AN R (i) A ARy (27,) (3.2)

where each fij € ﬁ is a function whose function name belongs in A and whose variable
arguments are among the variables of =7, ..., z;,,, €ach Aux;, for j = 1,...,l corresponds to
body(m) for some m € M \ M¢q and each R;, for k =1+ 1,...,mis a relation name from
the database schema. Note that on the original definition of UnfoldDB semantic query
optimization (SQO) with respect to the database schema S is not performed. Neverthe-
less, in subsequent research, the role of SQO with respect to this context was proved
crucial [93, 83]. In this work we consider that SQO, like for example self-join elimination,
is performed in the result of UnfoldDB, that is in each @, fori = 1,...,n in (3.1). Further-
more, by overloading the definition of UnfoldDB, we consider a version of the function that
takes as input an SLD-tree resulted from the application of the SLD-Derive(P(Q, M, D)),
and operates as described to produce a query that has the aforementioned form.

We now proceed with some definitions that will be used when we “fold back” the SLD-tree
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produced by SLD-Derive. For each edge e of the SLD-tree we define source(e) to be the
node at the beginning of e, target(e) to be the node the node at the end of e, T'M (e) to
be the predicate symbol of the atom selected by computation rule R at source(e), M(e) to
be the clause (mapping assertion) used in the specific derivation, sub(e) to be the substi-
tution used in the specific derivation and pos(e) to be the set of integers corresponding to
the positions of atoms affected by the derivation in the right-hand side of the resultant in
target(e).

Let mq, ..., m,, be mapping assertions of the form ¢; — v, where no variable is repeated
in ¢;, fori = 1,...,n and there exists a unifier # such that the expressions 10, ..., 1,0 are
all syntactically equal (obviously the predicate symbol at the head of each assertion is the
same). Then, the combined mapping of m., ..., m,, is the following expression:

If a variable z is repeated multiple times in v); for a mapping assertion, then we modify ; by
keeping only the first occurrence and we replace all other occurrences with fresh variables
21, ...,z € Var. Then, we compute the unifier 6, and finally we add to the head of the
combined mapping the conditions z = 210, ..., z = z,60. In this case, the combined mapping
has a slightly different form from the definition of mappings as given in Section 3.2.3, as it
now also contains a set of equalities in the head. These are simply translated to SQL by
projecting the same column multiple times with different renamings, in the corresponding
union subquery.

Essentially, the combined mapping introduces a mapping assertion whose body is the
union the input mappings, with the appropriate renaming. Two examples of combined
mappings for the example mappings shown in Figure 3.3 are presented in Figures 3.5
and 3.6.

Proposition 1. Let T' be an SLD-tree resulted from SLD-Derive with input P(Q, M, D),
m. be the combined mapping of mappings my, ..., m, € M and M. = (M\{mq,...,m,})U
{m.}. The semantics of PE(Q, M, D) coincide with the semantics of PE(Q, M, D,).

Proof. We need to show that for every tuple ¢ of constants, ¢(t) is true in PE(Q, M, D)
if and only if ¢(t) is true in PE(Q, M, D,), which follows directly from the construction of
M. OJ

Let 7" be the tree resulted from SLD-Derive(P(Q, DB, M)) and ¢, an edge in T. Also,
let e, ..., e, be edges in T with source(ey) = source(e;) = ... = source(e,) and T'M(ey) =
TM(ey) = ... = TM(e,) such that there exists a combined mapping m. : ¢,0 V ... V ¢,0 —
Y10, with 6 = sub(ey) and T'M(ey) be equal to the predicate at the head of m.. A fold
of T into eq is the tree T, that is resulted from T by replacing in each descendant node
of target(eqy) (including target(ey)) the atoms at positions pos(ey) with the atom v, 6, and
deleting all the sub-trees starting from target(e;), ..., target(e,). Moreover, let fi, ..., f., be
all the edges in T (including e,) such that M(f,) = ... = M(f,,) = M(eo). Then, the fold of
T based on m, is the tree that is obtained if we sequentially apply the process of obtaining
the fold of T" into f; for i = 1,...,m ensuring that for each f, f; with £, 7 in 1,...m, if the
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depth of target(fi) in T is smaller than the depth of target( f;), then the fold of T" into f; is
obtained after obtaining the fold of 7" into f;.

Figures 3.7 and 3.8 show the fold of the SLD-tree of example 2 based on mappings from
Figures 3.5 and 3.6 respectively, where Auzx.,,, and Auz.,, are regular auxiliary predi-
cates used for mappings in M \ M according to the construction of P(Q, M, D), that
correspond to combined mappings ¢m1 and cm2 respectively.

Proposition 2. Let T' be an SLD-tree resulted from SLD-Derive with input P(Q, M, D),
m. be the combined mapping of mappings my, ...,m, € M and M. = (M\{m,...,m,})U
{m.}. The fold of T based on m,. is exactly the tree returned by SLD-Derive with input
P(Q, M, D,).

Proof. Let T},q be the fold of 7" based on m. and T, be the SLD-tree resulted from
SLD-Derive with input P(Q, M, D.). We need to show that 7', and 7. consist of the
same resultants. Clearly the two trees have the same root. Then, given a resultant
ans()0y...0k «— Ai(21),..., Ai(T3), ..., Aw(z,,) at depth k& which is the same for the two
trees, it is sufficient to show that the children of this resultant are the also the same for
the two trees. Let noder, and noder,,, be the nodes in T, and T},q4 respectively that
contain the specific resultant. Suppose that A; is the leftmost atom in the body of the
resultant with predicate that belongs to the alphabet of 7" and will be chosen by the com-
putation rule R. Also, for now, let's suppose that there is only one node nodes in the
initial tree 7" such that for every edge e in T' with T'M(e) equal to the predicate sym-
bol at the head of m,, then source(e) = noder. According to the construction of the
fold of T" into ey, if noder is different from noder,,,,, then the children of noder,,, are the
same with the children of noder,, as they are not affected by the combined mapping. If
noder is equal to noder,,,,, then noder has n children affected by the combined map-
ping, plus a number of children not affected (possibly 0). The second kind of children
are also children of noder,, whereas the first kind have been replaced in Ty, with the
child ans(Z)0o...0x0k+1 — Ai1(27), ..., CM(Z2), ..., Ay (2y,), Which is also a child of noder,, and
these are the only children of both noder, and noder,,,. Now, if there are more nodes
in T affected by the fold of T" based on m,, then from the construction of the fold, where
descendant nodes are always modified prior to their predecessors, and from the fact that
R chooses always the leftmost possible atom, it is straightforward to see that the result of
the case where only one node is affected by the combined mapping is carried over to this
case.

]

A direct consequence of Propositions 1 and 2 is that if we consider the SLD-tree tree T
resulted from SLD-Derive with input P(Q, M, D) and we apply the UnfoldDB algorithm on
the resultants contained in the the fold of 7" based on the combined mapping m., then
the SQL query that will be produced has exactly the same answers with the SQL query
produced by applying the UnfoldDB algorithm on the resultants of the original tree T.
This gives us the ability to choose a sequence of folds, in order to obtain an equivalent
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translation that can be more efficient, by using a cost-based search in the initial SLD-tree,
which we describe in detail in the Section 3.6.3.

An issue that arises in these translations has to do with the way the combined mapping
is treated. One way is to be treated as a regular mapping assertion, as the body of this
mapping is simply a union query over the original mapping assertions. This union query
will be computed as many times as the combined mapping is used in the produced query.
Obviously a better choice would be to create a temporary table that holds the specific
result as an intermediate result of the main query, in the same database connection. This
is the solution that we follow in this work, as it also avoids the overheads of creating a
permanent materialized view in the database. A second issue that has to be handled is
the decision regarding which folds should be used, if any, for a specific query. As we
will describe in the following section, the process of taking the specific decision heavily
depends on the size of the SQ L query, the size of each combined mapping in comparison
to the size of the final SQ L query and the number of duplicate answers contained in them.

3.4 Offline Duplicate Elimination With Materialized Views

One solution to the problem of duplicates, is to track down the mapping assertions which
are responsible for duplicates, create materialized views with the distinct results, possibly
with indexes, and then use these views instead of the original assertions during query
unfolding. It is reasonable to expect that this solution will give the best performance during
query execution, but on the other hand this incurs expensive preprocessing and also, using
materialized views in the database increases the database maintenance load, especially
for frequently updated tables, as well as the the database size. Also, this solution will not
take into consideration duplicates due to projections in the SPARQL query and finally, it
is not in line with the overall approach of providing the end user with access to several
underlying data sources, without the need to modify data, and on a practical level, such
access may not be even possible.

Nevertheless, even in the case where one chooses to use materialized views, it is not
straightforward exactly which of the mapping assertions should be chosen. In the rest of
this section we describe a process to find the exact assertions for this setting, whereas
in the following sections we consider the case where no materialization happens and all
processing needs to be done during query execution.

Given a mapping M and a database instance D over a schema S, a straightforward so-
lution is to materialize all m € M such that DT Rjcqqm)py > 1, but as the query produced
after rewriting takes into consideration the ontology axioms, implied assertions may be
used, such that a specific variable has been projected out from the outputs of the body
of an existing assertion due to reasoning for class instances with respect to domain or
range of a property like in Example 4, where the modified mapping implied assertion is
the following:
movies(t,d) — Director(d)

The exact way that this implied assertion will be used depends on the rewriting method,
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Figure 3.7: SLD Tree 2
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Figure 3.8: SLD Tree 3
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but in any case, in the resulted SQL query column title will not be in the Select clause.

Situations like this can be identified offline, by analyzing the ontology and the original
mapping. The first step is to find the ontology axioms of the form 3P.T C C and
JP~.T C C (or equivalently T C VP.C) that define the domain and range of some
property P to be a class C' in our ontology. Then we identify the mapping assertion in
M that generates RDF triples which have as predicate the property P and we modify
the target SQL query of the mapping, by projecting out the columns used for the sub-
ject or object respectively. At this point, we can skip certain mappings that are covered
by the corresponding rdf:type mapping for a given class, as OBDA systems eliminate
the usage of the property triple pattern for these cases based on foreign key relation-
ships [82]. Consider again the case of Example 4: if we had one more database ta-
ble director_info which has a primary key id and we also know that director in movies
is a foreign key that references this primary key, then if we also had the mapping:
director_info(id,...) — Director(f(id))
the previously obtained mapping can be skipped as it is redundant and will not be used
by the OBDA system.

The method is described in Algorithm 1. Compute DT R is a function that returns the DTR
for the query passed as argument. If DT'R = 1 according to proposition 1, then access to
data is avoided altogether, otherwise the actual DTR is computed by sending two count
queries: with and without the distinct modifier. Later, when the DTR needs to be de-
termined during query optimization, an estimation based on data summarization is used
instead (Section 3.6). Function ExistsF' K returns true if a foreign key exists between
the output column of query query; and the output column of query query,. The result of
this algorithm is a set of mapping assertions, possibly annotated with information about
the projection of a column. Modification of the produced SQL query in order to take into
consideration the views created for these mappings, instead of the original body of the
mapping, can simply be performed in the final step of the query unfolding, where each
Auzx; is replaced by the corresponding SQL, and as a result it is independent of the query
rewriting method.

3.5 Pushing Duplicate Elimination Before IRI Construction

In SPARQL to SQL approaches, pushing joins inside unions is a well known structural
optimization, so that joins over IRIs are avoided and relational columns, whose values
are possibly indexed, are used instead. Methods for unfolding based in partial datalog
evaluation like the one we consider here produce such queries, where additionally, union
subqueries that contain joins between incompatible IRIs, that when evaluated will pro-
duce an empty result, are completely discarded. Also, the safe separator® of the R2RML
mapping language can be used to ensure that concatenation of multiple columns cannot
produce the same value with that of a single column [83]. In a similar manner, it can be
very useful to perform duplicate elimination before IRI construction. In this section we dis-

3https://www.w3.org/TR/r2rml/#dfn-safe-separator
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Algorithm 1: Track down SQL queries that contain duplicates

MappingsWithDuplicates (mapping M, ontology O, database schema S, database instance D);
Output: Mapping assertions possibly annotated with a projected column
Uses : ComputeDT R(query, db_schema, db_instance)
Uses : EuxistsF'K(schema, query:, querys)
result := 0;
form € M do
if head(m) is Class assertion then
if Compute DT R(body(m), S, D) > 1 then
| add m to result;
end
else
/* head(m) is Property assertion with predicate P */
if O contains 3P. T C C and Compute DT R([[, (body(m)), S, D) > 1 and not (3m2 € M s.t.
predicate of head(m2) is C' and ExzistsF K (S, [[, (body(m)), body(m?2)) then
\ add m to result for projection of 1st column;
end
if O contains 3P~.T C C and Compute DT R(][,(body(m)), S, D) > 1 and not (Am2 € M s.t.
predicate of head(m2) is C' and ExistsF K (S, [[,(body(m)), body(m2)) then
\ add m to result for projection of 2nd column;
end

end

end
return result;

cuss the process of transforming the unfolded query that has the form shown in formula
(3.1) at page 54, into an equivalent one, such that duplicate elimination is performed on
database values.

To do so, we must group together union subqueries that have the same select clause up
to variable (column name) renaming. In our case the situation is more complicated, as
we want to ensure that tuples produced from different IRI templates cannot possibly have
equal values. Consider for example the following query:

SELECT ':Person' || aliasl.id AS x
FROM tablel aliasl
UNION
SELECT ':Person' || aliasl.key AS x
FROM table2 aliasil
UNION
SELECT ':Person' || aliasl.id ||
'/'" || aliasl.name AS x

FROM table3 aliasl

Given that the ’/' character is a safe separator, the third subquery cannot produce any
result tuple that will be the same with a result tuple coming from the first two subqueries.
On the other hand, there is a possibility that the first two subqueries may produce the
same answer. The following rewriting of this query can be used:

SELECT ':Person' || varl AS x,
FROM
(SELECT

aliasl.id as varl
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FROM
tablel aliasl
UNION
SELECT
aliasl.key AS varl
FROM
table2 aliasl
)
UNION ALL
SELECT DISTINCT ':Person' ||
aliasl.id || '/' || aliasl.name AS x,
FROM table3 aliasil

Note that UNION ALL operator is simply concatenating the results. When the UNION
ALL is the outer operator of a query, it is reasonable for the RDBMS to start sending the
results in a pipelining fashion, as they are produced from each subquery without saving
or waiting for all the results to be produced. In this sense, it can be considered a “cheap”
operator in contrast to UNION. If we know that column id of table3 is a primary key, then
the distinct keyword of the last subquery can be eliminated. Even if this is not the case,
the resulted query has several advantages over the initial. First, the duplicate elimination
process has been separated over two distinct result sets and also each tuple is smaller
in size. This gives to the RDBMS the opportunity to better utilize available memory, as it
now has smaller datasets to perform duplicate elimination, or even parallelize the process.
Available indexes on the columns can be used. Also, as discussed, when there is no
blocking outer operator, results are produced in a pipelined fashion. This way the first
results can be obtained very quickly and, as IRI construction is an expensive operation,
the difference can be impressive when we have large results and the processing for each
subquery is relatively cheap.

3.6 Cost-Based Selection of Query Translation

In this section we consider a cost-based algorithm in order to choose a specific sequence
of folds and obtain the SQL translation of the initial query. During this process we take
into consideration the two kinds of redundant processing that we described in Section 3.1.
Regarding the first kind (redundancy due to duplicates), we will employ a heuristic about
early duplicate elimination of intermediate results during query evaluation that we first
described in [12]. In order to describe the heuristic, we first consider a single subquery
that has the form shown in formula 3.2 of Section 3.3. We will describe our algorithm
operating on the complete query that has the form shown in formula (3.1) in Section 3.6.3.
Our method relies on an estimation of the final result size of each union subquery. To
obtain this estimation we should gather some statistics from the database in the form of
data summarization for all the columns that can be possibly referenced from a query, that is
all the columns in the SQL query of some mapping assertion. As making an estimation for
an arbitrary FOL query is an involved process, we make a distinction between assertions
in Mcg (Ritit1, .., Rivm in formula 3.2) and assertions in M \ M¢q (Auz;,, ..., Auz;, in
formula 3.2). We consider that the latter are primitive tables as if they were virtual views,
and we collect statistics only for the output columns, whereas the former are parsed and
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we collect statistics for all the referenced columns. We will refer to each conjunct in the
right-hand side of (3.2) as an input table of query Q;(fi(z;)).

Let ¢ be a query as in (3.2) and [;(z;) be an input table of q. The query ans(z.,) < I;(z;),
where 2., contains exactly the variables of z; that appear more than once in ¢, will be
called the projection query of input table I;(z;) from ¢. Additionally, let D be a database
instance (which will be implied).

3.6.1 Analyzing External Tables

As we operate outside the RDBMS engine, in order to extract the needed information we
should import all the corresponding data, something that is clearly not practical. Luckily
we have several other options. One such option is to only import a random sample and
extract the needed information from that, as most database vendors support ordering the
results by a random function. Another option is to obtain the data summarization directly
from the RDBMS, if it provides a way to access this information. This option is likely
to give the most accurate results, but it is highly dependent on the specificities of each
database vendor. One third option is to build a simple single-bucket histogram for each
column, by sending for execution queries that ask for the number of values, number of
distinct values, minimum and maximum value. Simple histograms like this are known
to give imprecise selectivity estimations for filter and join results of attributes that exhibit
skewness [44], but on the other hand their construction and usage is faster in comparison
to more elaborate kinds of histograms. For our experiments we have chosen the last
option, as it is fast and simple and can be applied to any underlying RDBMS. This is
an one-time offline process, that needs to be done before query execution, similar to an
analyze command in a database schema, as it only depends on mappings and data. Also,
as itis crucial to have an accurate estimation of the number of duplicate answers that come
from different mappings for the same predicate, we execute queries counting exactly the
distinct number of answers for queries in bodies of mappings that can possibly formulate
a combined mapping assertion. These mapping assertions can simply be identified offline
as the subsets of mappings whose heads can be unified during the partial evaluation.
Regarding duplicates coming from a single mapping, adopting the commonly used value
independence assumption between the result attributes and the uniformity of values in
an attribute [100], we estimate the distinct tuples of the relation to be the product of the
distinct values of its attributes. In case this value is larger than the number of tuples in the
relation, we assume that there are no duplicate tuples in the relation.

3.6.2 Early Duplicate Elimination of Intermediate Results

First, we define the duplicate-tuple ratio DT Ry of a relation instance R is equal to

%. A relation instance with DT R equal to 1, will be called a duplicate-free re-
lation instance. Now, let us suppose that we have a single SQL subquery coming from

the unfolding step and we have to take the decision regarding a single input table (either
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“real” primitive table or virtual view) used in this subquery; we will take into consideration
different union subqueries in Section 3.6.3. In this case, it may be advantageous to dictate
the RDBMS to perform the duplicate elimination on projection query of the specific input
table at the beginning of query execution, store the duplicate-free intermediate result in a
temporary table and use it for the specific query. This can be done in several ways de-
pending on the exact SQL dialect and capabilities of the underlying system. For example
one can use (non-recursive) common table expressions or temporary table definitions.
Of course the exact decisions as to when this should happen depend on several factors,
including the exact query, the DTR of the projection query of the input table, the number
of uses of the specific input table in the query, the choice to save the temporary table in
disk or keep it in memory and several other factors that depend on the database physical
design, database tuning parameters, the exact query execution plan and the evaluation
methods chosen by the optimizer of the RDBMS. As mentioned, it is difficult for all these
factors to be estimated outside the database engine. For this reason, in what follows,
we propose to take this decision according to a heuristic that depends only on the size
of the data and the DTR of the input table, whose estimation can be obtained using data
summarization.

The main assumption that we make regarding duplicate elimination states that the impact
of an input table with DTR equal to a constant number n in the number of tuples of the final
query result is proportional to n. As a result of this assumption, the selectivity of the query
plays the most important role regarding the duplicate elimination decisions. Intuitively, a
query whose result size is much larger than the size of the intermediate result for which
we examine the duplicate elimination option, it is expected to be faster if we first perform
the elimination, as each tuple of the intermediate result has as impact the creation of a
large number of tuples in the final result. On the other hand, when we have very selective
queries with few results, whereas the size of the intermediate result under consideration
is much larger, one would expect that each tuple of the intermediate result does not add
that much to the total cost of the query in order to counterbalance the cost of a duplicate
elimination, especially when expecting the optimizer to limit the sizes of intermediate query
results as soon as possible.

A Heuristic Regarding Duplicate Elimination. Given a database instance D, a query ¢ that
has the form (3.2) and whose result over D is the relation instance ) and an input table
I;(z;) of ¢, then perform duplicate elimination on input table I;(z;) prior to execution of ¢ if

Sizeg - S12€Ans
DTRAns DTRAns

Sizeg —

where relation instance Ans is the result of the projection query of I;(z;) from ¢ on D
and Sizeg and Sizey,s are the estimated sizes (in bytes) of relation instances () and Ans
respectively. That is, duplicate elimination should be performed if it is expected that the
reduction on the size of the final result will be bigger than the size of the intermediate result
with duplicate elimination.
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3.6.3 Cost-based Translation

In this section we present the algorithm GetTranslation (Algorithm 2), which, givena UC'Q
() over an ontology O and a mapping collection M from O to a database instance D over
a database schema S, it returns a SQ L query over D, including a set of temporary views
that should be created (contained in C' M;e.p0rary)- Each one of these temporary views cor-
responds to a SQ L query on the body of a combined mapping that exists in the SDL-tree
produced by SLD-Derive(P(Q, M, D)). In other words, the algorithm chooses a sequence
of folds based on one of these combined mappings each time, that are performed repeat-
edly in a corresponding sequence of trees, starting from the initial SLD-tree. The T, cnt
variable holds the current tree at each point of execution. In each step, the fold that is
expected to provide the largest gain is chosen, and this process is continued until no fold
that provides gain exists. In this sense, the algorithm proceeds in a greedy way, in order
to avoid examining all the combinations. The gain for each possible combined mapping
is estimated based in the redundant processing that we avoid by materializing and using
the specific mapping with respect to i) duplicate answers and ii) repeated operations even
in the absence of duplicate answers.

Regarding duplicate answers, in correspondence with the observations made in Section
3.6.2, here the main factors that determine the behavior of the algorithm are the query
selectivity and the size of the result of the SQL query in the body of each combined map-
ping. The difference here is that we consider the final query that is the result of UnfoldDB,
instead of a single union subquery, and a combined mapping that contains many input
mappings which can produce duplicate results between them, instead of a single input
table of one subquery. Let cm be the combined mapping ¢, V ... V ¢, — % in this con-
text, for simplicity we will denote by Size.,, and DTR,,, the size and DTR of the relation
instance that is the result of executing the query ¢, Vv ... V ¢,, over the database instance
D, given that duplicate elimination is not performed. Computing and saving the combined
mapping is expected to be more efficient, if the reduction on the size of the final SQL
query will be bigger than the size of the temporary table resulting from the materialization
of the combined mapping with duplicate elimination (Size.,,/DT R..,). Using the quantity
Sizesgr.,, 0o denote the size of the result of the final SQL query when the combined map-
ping cm has been chosen for materialization with the duplicates eliminated, which is equal
to Sizesoroummen /DT Rem, We have that the result of UnfoldDB with input the fold of 7" into
cm (SQL.,,) is preferred over the result of UnfoldDB with input T (SQ Leyrrent) if:

Siz€em
DTR,,,

(3.3)

SizeSQLCUTTEnt - SizeSQLCm >

Regarding repeated operations even in the absence of duplicate answers, as discussed
in Section 3.1, in order to obtain an exact cost model we should be aware of the exact
execution plan and the choice of access methods for each relation in order to estimate the
amount of data read and written to disk for each CQ. As this is not viable for the OBDA
system that operates outside the database engine, we base our estimation on the sizes of
the input relations and the size of the result. Specifically, we consider that the smaller table

65 D. Bilidas



Database Techniques for Ontology-based Data Access

in each CQ is fully scanned once, and all other tables are either probed using an index as
many times as the number of final query results or are fully scanned once, depending on
which of the two options has the lowest cost. In order to find the smaller table, table sizes
in this context are compared by taking into consideration the filters that appear in each
table in the CQ, that is tables are compared according to the size of each corresponding
projection query. Also, as we do not want to take into consideration duplicates introduced
from the combined mapping under consideration, for each input table that participates in
the combined mapping, we take its size after we divide it by DT R..,,,.

Let SQL be an SQL query of the form 3.1 that is the result of UnfoldDB, we will denote by
RRgq1 the estimation for the size in bytes of redundant reads in the absence of duplicates
as described. In other words, RRgsq;, holds the sum of redundant reads for every disjunct
(CQ) in the right-hand side of ( 3.1). Then, the result of UnfoldDB with input the fold of T’
into ecm (SQL..,) is preferred over the result of UnfoldDB with input 7' (SQ Lcyrren:) if the
estimated reduction in redundant reads from SQL..,ren: t0 SQ L., is larger than than the
size of the temporary table resulting from the materialization of the combined mapping
with duplicate elimination (Size.,,/ DT R..,):

Si2€em

DTR.,,

RRSQLcurrent - RRSQLcm > (34)

If we want to take both kinds of redundant processing into consideration concurrently, we
simply have to add the left-hand side parts of (3.3) and (3.4):

SizeSQLCu”‘Tﬁnt - SizeSQLCm + RRSQLC’ILT”‘Gnt - RRSQLCWI
- Siz€em
DTR,,,

(3.5)

In Algorithm 2 we are considering the heuristic as a quantity giving the expected gain,
with negative values meaning that we have loss instead of gain, as shown in Line 11 of
the algorithm, since we want to compare the different options and choose the one that
gives the biggest gain at each step. So the final formula used is:

SizeSQLC’U/V‘T‘E’VLt - SizeSQLCm +
Si2€em

RRSQLCurT‘ent - RRSQLcm N DTRcm

(3.6)

Regarding some implementation issues, we should note that we do not need to make
selectivity estimation for all the results each time, but only for those that are affected by
the combined mapping, that is, the disjuncts in the result of UnfoldDB that correspond
to resultants in the SLD-tree which are descendants of nodes which use some of the
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input mappings of the combined mapping examined each time. As a matter of fact, we
can modify the gain formula so that only these disjuncts are taken into consideration in
the computation of RRsor,.,renis BRSQLom s SQLcurrent @nd SQL.,,. Also, the queries that
correspond to the temporary tables for the combined mappings contain only database
values and not ontological terms. As a result, joins on the final result of the UnfoldDB
are performed as in the original unfolding algorithm, only over database values, and not
over IRIs. In a similar manner, the duplicate elimination during the computation of the
temporary results corresponding to combined mappings is also performed over generally
smaller and possibly indexed values, and finally, given that the final query result that will
be sent for execution should also be duplicate free, we again perform duplicate elimination
over the database values by pushing the duplicate elimination before the IRI construction
as described in Section 3.5.

Algorithm 2: Translation Process

GetTranslation (M, Q, D);

Input : Mapping Collection M, Query @, Database D

Output: SQL query over D

Cjw’temporary = @!

// The combined mappings that should be used as temporary tables

Tewrrent = SLD-Derive(P(Q, M, D)); // The SLD-tree at each step. Initially equal to the
result of SLD-Derive(P(Q, M, D))

SQLcurrent = UnfOIdDB(Tcurrent);

Add to C M4 all the combined mappings that exist in T, rent;

MazxGain = 0;

do

foreach cm € C M, 5.q do
Tern: the fold of T,.,ren: based on cm;
SQL.,, = UnfoldDB(T,,);
Compute Gain from SQL .y rrent 10 SQL.,, according to Formula 3.6 ;
if Gain > MazGain then
MaxGain = Gain;
Tbest = Tcm;
SQLbest = SQera
BestCm = em;
end

end

if MaxGain > 0 then

SQLcuTrent = SQLbest;

Tcur'rent = Tbest;

Remove BestCm from C M, scq;
Add BestCm to CMemporary;

end
while MaxGain > 0;
return SQLcurrent;
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3.7 Implementation and Experimental Evaluation

We have implemented our translation in an prototype extension of Ontop version 1.18.1.
This version of Ontop normally uses the default unfolding method of [77] over the T-
Mappings [82] in order to emulate H-complete ABoxes, as we mentioned in Section 3.1,
and employs the tree-witness query rewriting [52] on such ABoxes. We follow the same
architecture, using the tree-witness approach for query rewriting and we modify the un-
folding step over the T-Mappings as described here.

Newer versions of Ontop use a different query unfolding method that employs the notion
of intermediate query (IQ) [105]. We discuss the relevance of our method to this in Section
3.8. For this reason, we compare our method with both the default translation based in
partial evaluation of logic progrmams obtained by version 1.18.1, but also with the new
translation method obtained from the latest Ontop versions 3.0.1 and 4.0.2. In general,
version 3.0.1 outperforms version 4.0.2, so we only report times for version 3.0.1 here,
but all the execution times for version 4.0.2 are also available along with all other material
in4.

Our aim in this section is to perform an experimental comparison of our approach with
other methods using well-known benchmarks. For this reason, we present experiments
using the NPD and LUBM benchmarks in Section 3.7.1, comparing our approach with the
translation performed by the two aforementioned Ontop versions. Then in Section 3.7.2
we compare our approach with the JUCQ approach using the datasets and queries from
[59] and in Section 3.7.3 we study the performance of our method in comparison to the
default translation, for different query characteristics. Finally, in order to obtain an empirical
analysis of our heuristic regarding duplicate elimination, in Section 3.7.4 we perform an
experimental evaluation using a micro benchmark with specific query fragments coming
from queries used in the general evaluation.

3.7.1 Experiments with NPD and LUBM Benchmarks

We have performed an experimental evaluation of our techniques using the LUBM [38]
and NPD [58] benchmarks, with the ontology and mappings that are publicly available at
the Ontop repository on github® and with existential reasoning enabled. Both datasets
were generated for scale 100.

The experiments in this section were carried out on a machine with an Intel Core i7-3770K
processor with 8 cores and 32 GB of RAM running UBUNTU 18.04, using PostgreSQL
version 11.3 as a backend. PostgreSQL was setup and tuned for usage in a machine
with 32GB RAM. The schema and data in all systems were identical and all the proposed
indexes were created. The database size was about 1.1 GB for LUBM and about 5.8 GB
for NPD.

*http://cgi.di.uoa.gr/~dbilid/experiments-obda/
Shttps://github.com/ontop/iswc2014-benchmark/tree/master/LUBM and https://github.com/
ontop/npd-benchmark
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3.7.1.1 Queries and Mappings

For LUBM benchmark in total 84 mapping assertions were produced as 7-Mappings from
Ontop. For LUBM we used the original 14 queries. For NPD we used a subset of 19
out of the original 30 queries: queries 1-12, 22-25 and 28-30, excluding the queries that
use GROUP BY, as it is not supported by the used Ontop version, queries that contain
OPTIONAL and queries with empty translation due to incompatible IRIs. To these queries
we added four more, in order to showcase the advantage of duplicate elimination com-
ing from a single mapping. The reason for this addition is that despite the fact that many
mappings introduce duplicates, the existing queries are only using a small subset of the
mappings that mostly avoid this problem. We believe that the four added queries are sen-
sible and simple, yet their evaluation proved very hard. This showcases that the problem
we are dealing with is also present in the NPD benchmark. These new queries are num-
bered 31 to 34 and presented in Appendix A. All SPARQL queries were executed using
the DISTINCT modifier.

3.7.1.2 Overhead in Setup and Optimization

The time needed to gather all the necessary statistics and analyze tables prior to the first
deployment of the system as described in Section 3.6 was 48 seconds for LUBM and 3
minutes and 10 seconds for NPD. Total optimization time for the 14 LUBM queries total
time increased from 325 ms to 360 ms, whereas for the 23 NPD queries the increase
was from 1115 ms to 1380 ms. The given times include the total time from parsing each
SPARQL query to outputting the corresponding SQL query. The first time is the time
needed by the original Ontop version 1.18.1, whereas the second time is the time needed
by our modified version.

3.7.1.3 Results

For each query we used a timeout of 1000 seconds. For each setting, all queries were
executed sequentially according to their numbering, after a full system reboot. The given
times measure the total time needed for each query including the optimization time in
Ontop, the execution time in the relational back-end and the time to obtain the results in
Ontop. All the results were obtained, but they were not saved or processed otherwise.
The combined mappings chosen by our method were materialized as temporary tables
during execution in the same session as the main query and unique indexes were created
on those tables. All times are in milliseconds. All results and the produced SQL queries,
as well as all the necessary material to reproduce the experiments are available in the link
given in the beginning of this section.

Results are presented in Table 3.1 for NPD queries and in Table 3.2 for LUBM queries.
Results in column v71 Default contains the execution times obtained by the Ontop version
1.18.1, column v1 Opt. contains the times obtained by the modified Ontop version accord-
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Query | v1 Default v1 Opt. v3 #Results

NPD 1 4899 5258 13696 1627744
NPD 2 4189 4142 5015 172751
NPD 3 1155 1119 1535 83737
NPD 4 20542 20899 27159 1627744
NPD 5 54 66 128 193
NPD 6 33234 23533 36128 1231564
NPD 7 1438 1377 1489 180
NPD 8 307 303 ERROR' 5974
NPD 9 2354 2222 1537 12750
NPD 10 4243 3649 3800 79512
NPD 11 86773 7650 8523 418056
NPD12 | 122712 14376 16824 838430
NPD 22 6373 3247 8003 1113200
NPD 23 6565 3304 44340 763400
NPD 24 2437 498 ERROR' 147400
NPD25| 10055 9324 12106 1725400
NPD28 | 32343 22815 167362 2141968
NPD29 | 90271 17212 26400 419834
NPD30 | 163276 26661 58143 705984
NPD 31 | TIMEOUT 29771 54641 2979400
NPD 32 1085 318 746 8000
NPD33| 77139 19545 24509 148037
NPD 34 5443 3329 18678 486000
Avg. | 307682 9592 252742 |

' Error during unfolding

2 Excluding timeouts and errors
Table 3.1: Results for NPD scale 100 (Times in ms)

ing to our approach and column v3 contains the times obtained by Ontop version 3, the
latest stable Ontop release. The average execution times for each case are also shown
in the bottom of each table, excluding errors and timeouts. For the case of NPD queries,
there was 1 timeout from v1 Default for query 31, and two errors during unfolding from
Ontop v3. The exact error message for each error can be found at our result repository.
According to the results, our approach outperforms on average both Ontop version 1.18.1
and version 3. For the NPD benchmark the decrease in average execution time obtained
by our method is 69% and 62% in comparison to version 1.18.1 and version 3 respectively,
while for the LUBM benchmark the decrease is 31% and 12% respectively. Also, with very
few exceptions, our method outperforms the other two approaches on every single query.

D. Bilidas 70



Database Techniques for Ontology-based Data Access

Query | v1Default v1Opt. v3  #Results

LUBM 01 543 587 685 4
LUBM 02 1283 1272 1377 264
LUBM 03 129 87 101 6
LUBM 04 149 125 438 34
LUBM 05 69 98 71 719
LUBM 06 17086 8868 29419 1048532
LUBM 07 259 306 334 67
LUBM 08 393 301 1079 7790
LUBM 09 47126 33518 16539 27247
LUBM 10 16 16 13 4
LUBM 11 191 187 192 224
LUBM 12 132 134 245 15
LUBM 13 112 11 138 472
LUBM 14 3096 2826 4406 795970
Avg. | 5042 3460 3931 |

Table 3.2: Results for LUBM scale 100 (Times in ms)

3.7.2 Comparison with the JUCQ Approach

In this section we compare our method with the approach from [59]. As this implementation
is not part of the Ontop release, we directly use the queries produced by this approach,
which are available at the Ontop examples github repository 8. For this reason, in all the
experiments presented in this section we only report the time for executing the SQL queries
in PostgreSQL, omitting the time for query unfolding. For measuring the execution times of
the JUCQ approach, we used the scripts provided in the aforementioned github repository.
As in the previous section, we also include the times obtained using the versions 1.18.1
and 3 of Ontop. The execution environment is the same as in the previous section.

We use the exact benchmark and queries that were also used in [59]. Specifically, we
use the OBDA version of the Wisconsin benchmark [30], with the same ontology and
mappings, for which we have created 24 instances of the base relational table, each one
with 1 million tuples. This is the exact setting used in [59]. The results of the Wisconsin
benchmark are presented in Table 3.3, where there are two different query sets, one that
contains queries consisting of 3 atoms, and the other with queries consisting of 4 atoms.
Each query set contains 84 queries, and the average execution time for each approach is
shown. Our approach outperforms all other translations, followed by the JUCQ approach,
whereas the worst performance is obtained from the default translation of version 1, which
is the only approach such that timeouts occur. One other observation has to do with the
execution times for the UCQ (default translation of Ontop 1.18.1) and JUCAQ translations
reported in [59]. Specifically, our execution times for these two sets of approaches seem

https://github.com/ontop/ontop-examples/tree/master/iswc-2017-cost/
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Query Set | v1 Default v1Opt. v3 JUCQ

‘3 atoms \ 73133 22589 53624 30528\
Pfatoms \ 2236847 30922 64048 43926\

! Excluding 24 timeouts
Table 3.3: Average execution time (ms) for Wisconsin Benchmark

Query | v1 Default v1 Opt. v3  JUCQ[59] #Results

NPD 6* 91083 21700 132787 295445 2150854
NPD 11* 169833 9189 20070 204426 734214
NPD 12* 74001 5415 11471 14699 734214
NPD 31* 224925 18201 3980 ERROR! 1718
AVG 139960 13626 42077 1715232

' Error during execution after 221 seconds

2 Excluding Errors
Table 3.4: Results for NPD queries from [59] (scale 100-Times in ms)

to be much better. For example, in their reported times, timeouts of 20 minutes occurred
in every setting, and the average execution time for the JUCQ approach was 160 seconds
for the 3 atoms query set, whereas in our experiments the corresponding time is only 30.5
seconds. These differences can possibly be attributed to different versions of the Post-
greSQL database (they used version 9.6) and different tuning parameters of the database
engine. Other than that, our findings are consistent with theirs. Specifically, we observed
the largest improvement of JUCQ with respect to the default UCQ translation for queries
with more mappings and redundancy. The behavior of our approach is similar, exhibiting
large improvement for these queries in comparison to all other three approaches.

Finally, we use the same modified NPD queries NPD 6*, NPD 11*, NPD 12* and NPD 31*
as in [59], executed over the scale 100 of the NPD benchmark. This is different from [59],
where these queries were executed only over the original NPD dataset (scale 1). The
results are presented in Table 3.4. Again our approach outperforms all other approaches.
Also, regarding the JUCQ translation, the results here show a different situation in compar-
ison to the Wisconsin benchmark, as it exhibits the worst performance and also a timeout
occurs for query NPD 31*. The queries produced by the JUCQ approach seem in general
more complicated from the ones produced from the other three approaches.

3.7.3 Performance gain

In this section, we study the performance gain of our optimized method over the default
translation which is obtained by partial evaluation of logic programs and leads to genera-
tion of UCQs. Following the setup of [59], we use the Wisconsin benchmark, generating

D. Bilidas 72



Database Techniques for Ontology-based Data Access

0.8

0.6

0.4

Average Gain

0.2
0.0

Number of Mappings

Figure 3.9: Performance gain for varying number of mappings per predicate

10000 50000 100000 500000 1000000

Number of Results (log scale)

Figure 3.10: Performance gain with respect to number of results

24 tables with 1 million tuples per table, executing 84 queries with 3 atoms each, with a
varying number of mappings used for each query (from 1 to 6) and we compute the per-
formance gain using the formula 1 — (Opt. Time/Default Time). In Figure 3.9 we present
results for each number of mappings per predicate. The figure presents the average gain
for all the queries per case (1 to 6 mappings). As expected, when there is only 1 map-
ping per predicate, our method does not generate any temporary table, and as a result,
it performs roughly the same as the default translation. Starting from two predicates, our
methods begins to outperform the default translation, reaching an average gain of more
than 0.7.

In Figure 3.10, we present a scatter chart with the performance gain with respect to the
number of results for the 84 queries of the benchmark. As shown, the queries are parti-
tioned in visually distinct groups with respect to the number of their results. The effect of
query selectivity is evident in this chart, with our method becoming increasingly efficient
compared to the default, as the number of results grows larger, achieving a gain of 0.75
for the queries with about 1.7 million results. On the contrary, for the first group of queries,
with low number of results, we cannot see a consistent behavior in comparison with the
default.
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3.7.4 Evaluating the Duplicate Elimination Heuristic

In this section we present experimental justification for the use of our heuristic regarding
duplicate elimination. For this purpose, we have chosen four query fragments from the
LUBM benchmark and four from NPD, such that duplicate elimination is applicable on
them, as it was found during the previously described experiments. The experiments of
this section were carried out on a machine with an Intel Core i7-3770K processor with 8
cores and 16 GB of RAM running UBUNTU 16.04. As our intention was to examine how
our optimizations perform in different underlying systems, we used four different back-
ends: PostgreSQL (version 9.3), MySQL (version 5.7) and two of the most widely used
proprietary RDBMSs, which due to their license we will call System | and System X. All
systems were setup and tuned for usage in a machine with 16GB RAM.

Each query fragment consists of a single select-from-where subquery. The fragments
were chosen such that they have varying characteristics regarding the execution time, the
number of results and the DTR of the mapping assertion under consideration. In order to
test these queries with different selectivities, we applied to them extra filters. As LUBM100
contains information about exactly 100 universities, we used a filter on the university ID
attribute in direct correspondence to the percentage of selectivity, whereas for NPD we
used different filters for each fragment. We used filters that result in selectivity percentage
of 1, 5, 10, 30 and 60, resulting in a total of 40 queries per system. We executed each of
these 40 queries with and without duplicate elimination performed, resulting in a total of
240 runs for all systems. The results were obtained with warm caches.

In the upper part of Table 3.5 (one-time) we present the total execution times for these
queries per system, depending on the duplicate elimination strategy. The titles of the first
three columns are self explanatory. The fifth column gives the total time, if always the
best strategy were chosen for each system. The fourth column gives the best time, if for
each query and each selectivity, the best common strategy was chosen for all systems.
This way, the difference between the fourth and fifth column can give an indication of how
similar the behaviors of the systems are, whereas comparison of third and fourth columns
can give a measure of how well our heuristic takes advantage of this common behavior.

One can observe that the strategy of always performing duplicate elimination is much
better than never performing, and that even the strategy of always choosing the best
approach is not extremely better. The reason for this result is that for queries with low
selectivity, the execution time is much larger and dominates the total time. For these
queries, performing duplicate elimination is preferable and sometimes gives up to two
orders of magnitude better results. In order to simulate a query mix such that low selectivity
queries do not dominate execution time, we also computed results where we give very
selective queries a weight, such that queries with 1% selectivity have been executed 60
times, queries with 5% selectivity have been executed 12 times, etc. We present the total
execution time under this setting in the lower part of Table 3.5. As before, exact times and
queries are available at the same location ”.

"http://cgi.di.uoa.gr/~dbilid/experiments-obda/
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| System | Always | Never | Heuristic | Best (common) | Best(Separate)
? PostgreSQL | 13345 168785 | 12854 12638 12353
e’)& MySQL 281598 | - 281685 | 279522 279265
& Systeml 10733 143616 | 9906 9693 9502
SystemX 20558 27479 8588 8803 7280
~5 | PostgreSQL | 167116 | 618328 | 144984 146406 143191
&ﬁ’Q MySQL 1129311 | - 1066499 | 1056659 1056145
0\:,@ Systeml 135790 | 520408 | 102724 101984 99989
SystemX 167761 220408 | 93660 90557 83045

Table 3.5: Query Results for Different Duplicate Elimination Strategies

3.8 Related Work and Conclusions

Regarding related work, [59] constitutes the most relevant research, as it also deals with
cost-based translation. The authors extend the cover-based translation of [20], in order to
take into consideration the mappings to arbitrary relational schemas. The authors analyze
the database as a preprocessing step, in order to extract useful statistics, such as the car-
dinality of join results between queries in bodies of mapping assertions whose heads can
be joined. Using these statistics, the authors can obtain accurate selectivity estimations
for the produced queries. Unfortunately, despite the accurate selectivity estimations, the
cost model used to compare the different cover-based reformulations is not realistic, as
it assumes that all joins in a CQ are performed using hash joins, which is highly unlikely,
and also it is assumed that every input relation is completely scanned. Also, the join order
is not taken into consideration at all, something that can have a huge impact in the cost of
the query. As we have discussed, this is an inherent problem of a system that operates
outside the database engine. The difference with our method is that we use heuristics
that apply to different execution plans and database engines, and also, at each step of
our method, we compare highly relevant queries, where apart from the relations affected
by the combined mapping under consideration, all other input relations and joins between
them are the same, such that query selectivity plays the most important role in our deci-
sion. Also, we avoid running the query translation process multiple times, whereas in [59]
for each different query cover, the rewriting, unfolding and estimation process has to be
performed independently. Finally, the authors only consider mappings whose the body is
always a CQ over the relational schema.

Since version 3, the Ontop system has departed from the usage of partial evaluation of
logic programs for query unfolding. Specifically, it now relies on a query representation
which is called intermediate query [105], in order to represent both SPARQL and SQL
queries, facilitating the translation of SPARQL query operators like OPTIONAL [104] and
GROUP BY. Instead, in this work we concentrate only on CQs over the ontology. We have
experimentally shown that our method performs better on average for CQs in comparison
with the latest Ontop versions. We believe that it is an interesting topic for future research
to also apply cost-based methods to other operators present in SPARQL, possibly com-
bining our results with the line of research carried out in [105, 104].
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[92] is also relevant, as it uses a cost model in order to materialize specific views prior to
query execution. This solution in many cases provides efficient query execution, butincurs
expensive preprocessing and also, using materialized views in the database increases the
database maintenance load, especially for frequently updated tables, as well as the the
database size. Also, it is not in line with the overall OBDA approach of providing the end
user with access to several underlying data sources, without the need to modify data,
and on a practical level, such access may not be even possible. In contrast, we compute
specific temporary views during query execution, when we estimate that this will result in
lower execution cost, without affecting the original database schema.

In [46] the authors adopt a logic which enables them to avoid mappings when using an
object-relational back-end and a combination of data completion and query rewriting. Dur-
ing this process primary keys are used for object identification, removing the need for du-
plicate elimination. Also, the authors use disjointness axioms in the ontology to further
remove the need of duplicate elimination between unions. [33] presents query rewriting
and optimization techniques that eliminate redundant atoms during the application of a
resolution based algorithm. To do so, they employ a method that takes into considera-
tion the tuple-generating dependencies (TGDs) of the ontological language they consider,
which unlike the DL-Lite languages, considers atoms of arbitrary arity, thus it's conceptu-
ally closer to the relational model and does not need separate mappings, so a separate
unfolding phase is not needed.

We provided a complete cost-based method for unfolding an initial query over an ontology
into an SQL query with a number of temporary views ready to be executed over the ex-
ternal data source. According to the experimental evaluation, our method produces more
efficient queries compared with other statr of the art methods.
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4. FEDERATED OBDA QUERY EXECUTION

In the previous chapter we focused on the case where the declarative mappings of the
OBDA setup access a single relational database. In this chapter we present research
related to the scenario where mappings contain references to multiple databases, or in
other words, to a database federation. Unlike the previous scenario, where the result of
the query translation can be directly executed to the database, in this case we need a
middleware module, that decomposes the result of query translation into different frag-
ments, such that each fragment contains references to data residing in a single database,
it imports the results of these fragments and combines them in order to produce the final
query result. Here, we present the development of a module that performs this task, as it
was carried out in the Optique project, by extending the Exareme system. The integration
of our module in the Optique platform is described in [54], whereas a detailed overview of
our system is presented in Chapter 5.4 of [49] and in Section VI-A of [51]. Experimental
evaluation in the Statoil Optique use-case is presented in Section 7.4 of [49], and also in
Section 6.1 of [104] in regards to the canonical table approach for identifying the same
resource in different databases.

4.1 Introduction

Data integration refers to the process of accessing information from multiple and possibly
heterogeneous data sources. In the context of OBDA this refers to scenarios where there
are multiple relational databases, each one having its own schema, and we have declar-
ative mappings that define virtual RDF data by accessing several of them. In contrast
with the scenario that we explored in the previous chapter, where we only had a single
relational database, here the OBDA system cannot issue the produced query obtained
from the query translation process directly to these databases. Instead, an intermediate
system is needed, which is responsible for decomposing the input query to different query
fragments, such that each fragment can be evaluated in a single database. Then the
intermediate results that correspond to the specific fragments must be combined and pro-
cessed to produce the final result. In certain cases it may be preferable to take advantage
of the processing capabilities of each endpoint, in order to ship fragments of the query
for execution there and only import back an intermediate result, instead of the detailed
data. Of course, such a decision should be cost-based. For instance a simple policy of
sending the largest possible fragment to each end-point is often sub-optimal. Systems
that accomplish these tasks are known as mediators, whereas the underlying database
systems are known as endpoints.

In this chapter we present the development of a mediator system for OBDA. Our system
was developed in the context of Optique project and it is based on the Exareme System,
an elastic execution environment for complex data workflows on the cloud. These data
workflows incorporate user computations in the form of User-Defined Functions (UDFs).
Several extensions have been implemented in order for the system to be able to cope with
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the demanding requirements of the federated OBDA scenario, whereas at the same time
preserving its massively parallel processing capabilities:

(i) its optimizer has been re-designed in order to take into consideration common subex-
pressions coming from different parts of a complex query;
(ii) special data transfer operators have been implemented in order to be able to import
data from endpoints;
(iii) a federated analyzer module has been implemented, which based on the OBDA map-
pings, gathers statistics about the external data;
(iv) pushing data processing to endpoints as a post-optimization step is considered;
(v) caching and reuse of intermediate results can be enabled to expedite query process-
ing.
We start this chapter by providing background information regarding the Optique platform
and the Exareme system (Section 4.2). Then we present an overview of the extensions
made in Exareme in order to become an OBDA mediator (Section 4.3. After that we
present a more detailed description of the developed optimizer (Section 4.4) and we finally
present experimental evaluation (Section 4.5).

4.2 Background

In this section we give background information about the Optique platform and its de-
ployment in the Statoil use-case, the Exareme system (formerly known as ADP), and the
integration of these two components.

4.21 The Optique Platform

The Optique European project ' [50] provides an end-to-end solution for scalable access
to Big Data integration, where end users formulate queries based on a familiar conceptu-
alization of the underlying domain. From the users’ queries the Optique platform automat-
ically generates appropriate queries over the underlying integrated data, optimizes and
executes them on the Cloud. The efficient execution of complex queries posed by end
users is an important and challenging task. The distributed query processing engine of
the Optique platform (Exareme) aims at providing a scalable solution for query execution
in the Cloud, and should cope with heterogeneity of data sources as well as with temporal
and streaming data.

In Figure 4.1 we present the architecture of the Optique OBDA approach. The core el-
ements of the architecture are an ontology, which describes the application domain in
terms of user-oriented vocabulary of classes (usually referred as concepts) and relation-
ships between them (usually referred as roles), and a set of mappings, which relates the
terms in the ontology and the schema of the underlying data source. End-users formulate

"http://www.optique-project.eu
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Figure 4.1: The general architecture of the Optique OBDA system
queries using the terms defined by the ontology, which should be intuitive and correspond

to their view of the domain, and thus, they are not required to understand the data source
schemata. The main components of the Optique’s architecture are

* the Query Formulation component that allows end users to pose queries to the sys-
tem,

* the Ontology and Mapping Management component that allows for bootstrapping of
ontologies and mappings during the installation of the system and for their subse-
quent maintenance,

* the Query Transformation component that rewrites users’ queries into queries over
the underlying data sources,

* the Distributed Query Optimisation and Processing component that optimises and
executes the queries produced by the Query Transformation component.

All the components will communicate through agreed APIs.

In order for the Optique OBDA solution to be practical, it is crucial that the output of the
query rewriting process can be evaluated effectively and efficiently against the integrated
data sources of possibly various types, including temporal data and data streams. This
efficiency for Big Data scenarios is not an option — it is a necessity. We plan to achieve the
efficiency by both massive parallelism, i.e., running queries with the maximum amount of
parallelism at each stage of execution, and elasticity, i.e., by allowing a flexibility to execute
the same query with the use of resources that depends on the the resource availability for
this particular query, and the execution time goals. The role of the Distributed Query
Optimisation and Processing component is to provide this functionality.

An important motivation for the Optique project are two demanding use cases that give
to the project the necessary test-bed. The first one is provided by Siemens ? and encom-

’http://www.siemens.com
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passes several terabytes of temporal data coming from sensors, with an increase rate of
about 30 gigabytes per day. The users need to query these data in combination with many
gigabytes of other relational data that describe events. The second use case is provided
by Statoil, a Norwegian state-owned multinational energy company, which recently has
changed its name into Equinor 3 and concerns more than one petabyte of geological data.
The data are stored in multiple databases which have different schemata and the user has
to access many of them in order to get results for a single query. In general, in the oil and
gas industry IT-experts spend 30-70% of their time gathering and assessing the quality
of data [28]. This is clearly very expensive in terms of both time and money. The Optique
project provides solutions that reduce the cost of data access dramatically. A bigger goal
of the project is to provide a platform with a generic architecture that can be easily adapted
to any domain that requires scalable data access and efficient query execution for OBDA
solutions.

4.2.2 The Exareme System

The distributed query execution engine of Optique is based on the Exareme (formely
known as Athena Distributed Processing-ADP) [101], a system for complex dataflow pro-
cessing in the cloud. Exareme has been developed and used successfully in several Eu-
ropean projects. The initial ideas came from Diligent*. Then Exareme was adapted and
used in project Health-e-Child as a Medical Query Processing Engine. Subsequently, it
was refined to support more execution environments, more operators, and a more query
processing and optimization algorithms. Exareme has been used successfully at the Uni-
versity of Athens for large scale distributed sorting algorithms, large scale database pro-
cessing, and also for distributed data mining problems.

The general architecture of the distributed query answering component within the Optique
platform is shown in Figure 4.2. The system utilizes state-of-the-art database techniques:
(i) a declarative query language based on data flows, (ii) the use of sophisticated optimiza-
tion techniques for executing queries efficiently, (iii) operator extensibility to bring domain
specific computations into the database processing, and (iv) execution platform indepen-
dence to insulate applications from the idiosyncrasies of the execution environments, such
as local clusters, private clouds, or public clouds.

The query is received through the gateway using JDBC API (Java Database Connectiv-
ity). This communication mainly involves interaction with the Query Transformation com-
ponent. The Master node is responsible for initialization and coordination of the process.
The Optimization Engine produces the execution plan for the query using techniques de-
scribed in [55]. Next, the execution plan is given to the Execution Engine which is re-
sponsible for reserving the necessary resources, sending the operators of the graph to
the appropriate workers, and monitor the execution.

The system uses two different communication channels between the different components

Shttps://www.equinor.com/
4http://diligent.ercim.eu/

D. Bilidas 80


https://www.equinor.com/

Database Techniques for Ontology-based Data Access

Integrated via Information Workbench @

Presentation Optique's configuration interface ]
Layer

5 ry Answerin: mponent - | e .
EQuey swering Compone Query transformation . Configuration :
= Query Rewriting Answ Manager of modules
< 1-time Q 1-time Q
Stream Q Stream Q LDAP
Shared == | =S authentification
database i/ ........................

xareme Gateway: JDBC, Stream AP Sy |

Distributed Que Execution based on ADP
| Master

/
Data Optimisation Optimisation Execution Execution Stream
Connector Engine Engine Engine Engine Connector
| | | [ PoP Net —l | |
P2P Net
l | [ S—— I
=
< Worker ]| Worker l] Worker l] Worker ll

ettt ettt

: =
1 ’ Fast Local Net '
Application, (C———
Internal Data |
Layer [ O |
Externat .
Datz RDBs, triple stores Cloud (virtual Externat
Layer = S tempéral DB, etc. data streams resource pool) Cloud
Components Colouring Convention | Types of Users
[ ]Component {"""""":Group of components () ;rgirr]\tlf\r;\(li(;b—based Optique solution g Expert users

Figure 4.2: General architecture of the Exareme component within the Optique System

of the system. Data from the relational data sources, streams, and federated sources
is exchanged between the workers using lightweight TCP connections and compression
for high throughput. All the other communications (e.g., signals denoting that a node
is connected, execution is finished, etc.), is done through a peer-to-peer network (P2P
Net). For the time being, this network is a simple master-slaves using Java-RMI (Remote
Method Invocation).

4.2.2.1 Language and Optimization:

The queries are expressed in SQL. Queries are issued to the system through the gate-
way. The SQL query is transformed to a data flow language allowing complex graphs with
operators as nodes and with edges representing producer-consumer relationships. The
first level of optimization is planning. The result of this phase is an SQL query script. We
enhanced SQL by adding the table partition as a first class citizen of the language. A table
partition is defined as a set of tuples having a particular property (e.g., the value of a hash
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function applied on one column is the same for all the tuples in the same partition). A table
is defined as a set of partitions. The optimizer produces an execution plan in the form of
a directed acyclic graph (DAG), with all the information needed to execute the query. The
following query is an example.

DISTRIBUTED CREATE TABLE lineitem_ large TO 10 ON 1_orderkey AS
SELECT * FROM lineitem WHERE 1 _quantity = 20

The query creates 10 partitions of a table with name lineitem_large with rows based on a
selection condition. The partitioning is based on the column |_orderkey.

4.2.2.2 Execution Engine:

Exareme relies on an asynchronous execution engine. As soon as a worker node com-
pletes one job, it is sending a corresponding signal to the execution engine. The exe-
cution engine uses an asynchronous event based execution manager, which records the
jobs that have been executed and assigns new jobs when all the prerequisite jobs have
finished.

4.2.2.3 Worker Pool:

The resources needed to execute the queries (machines, network, etc.) are reserved or
allocated automatically. Those resources are wrapped into containers. Containers are
used to abstract from the details of a physical machine in a cluster or a virtual machine
in a cloud. Workers run queries using a python wrapper of SQLite °. This part of the
system, which is available €, can also be used as a standalone single node DB. Queries
are expressed in a declarative language which is an extension of SQL. This language
facilitates considerably the use of user-defined functions (UDFs). UDFs are written in
Python. The system supports row, aggregate, and virtual table functions.

4.2.2.4 Data/ Stream Connector:

Data Connector and Stream Connector are responsible for handling and dispatching the
relational and stream data through the network respectively. These modules are used
when the system receives a request for collecting the results of executed queries. Stream
Connector uses an asynchronous stream event listener to be notified of incoming stream
data, whereas Data Connector utilizes a table transfer scheduler to receive partitions of
relational tables from the worker nodes.

Shttp://www.sqlite.org
https://code.google.com/p/madis/
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4.2.2.5 Datalmport:

The system provides the possibility to import data from several heterogenous sources.
These data can be of many different types, including relational data, data in file formats
like comma-separated values files or XML and streams. When the data is in the form
of streams, the procedure is initiated through the Stream API in the Exareme Gateway,
otherwise the JDBC API is used. In the first case, Master Node employs one or more
Optimization Engines which produce a plan defining which worker nodes should be re-
ceiving each data stream. In the second case, the Optimization Engines also define how
the data should be partitioned (number of partitions, partitioning column, etc.) and where
each partition should be stored. The Master Node is notified when the execution plan is
ready and then it employs one or more Execution Engines.

4.2.2.6 Query Execution:

In a similar manner, when Exareme Gateway receives a query, one or more Optimization
Engines produce an execution plan which contains the resulted sequence of operators and
the data partition upon which they should be applied. The Optimization Engines report
back to the Master Node which then utilizes the Execution Engines who communicate
with the Worker Nodes to execute the query. In the case of federated data, some Worker
Nodes need to communicate with external databases. They ask queries and get back
their results which, depending on the plan, need to be combined with the data that they
have locally.

When the execution of the query has finished, the Master Node is notified and through
the Gateway it can send a message to the external components. The results stay in the
Worker Nodes, because the volume of data in the results may be prohibitive for them to
be transferred in a single node. When an external component want to access the results,
then it must do so by sending an extra request. When receiving such a request, the Master
Node uses the Data Connector to collect the results or apply to them some aggregation
functions (for example sum, average, etc.).

4.3 Overview

In this section we give an overview of the development of the OBDA mediator using the
Exareme engine, considering as input query a query that has the form of the unfolded
query produced by the default translation process of Ontop, as described in the previous
chapter.
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4.3.0.1 Federated Analyzer

Since the Exareme optimizer is cost-based, the first step in order to be able to make
cost estimations for different federated query plans, is to analyze the columns of base
tables residing in different endpoints. This is an offline process taking place before query
answering. Initially, the OBDA mappings are parsed and a list of all base tables referenced
there is obtained. This way Exareme avoids gathering statistics for tables that cannot show
up in an unfolded SQL query. This number can be very large for the databases considered
in the Statoil environment and this simple optimization saves a lot of computation. For
each column of the obtained tables Exareme sends to the corresponding endpoint queries
that ask for the different values, the minimum and maximum value and the column size.
This way we can obtain basic statistical measures without having to resort to the often
unfeasible task of importing all the data.

4.3.0.2 Common Subexpression Identification

Common subexpression identification refers to the process of identifying the same query
fragment in different queries, or in different parts of the same query, and the equally im-
portant task of deciding if the specific subexpressions should be computed only once and
reused or not. This last decision is not obvious, as reusing a subexpression includes the
cost of materializing the intermediate result to disk, whereas if the tuples of the subex-
pression, as they are produced, can be pipelined to the next query operator, it may be
preferable to compute it from the beginning. The decision becomes even more compli-
cated, as when many common subexpressions exist, the choice for each one possibly
affects the cost regarding the choice for the rest. In a parallel environment, the decision
to reuse can be even less preferable, as independent query fragments can be computed
simultaneously.

Using state of the art techniques in common subexpression identification proved to be
crucial in evaluation of OBDA queries, as these contain highly correlated union sub-
queries. Consider for example the query shown in Figure 4.3. It consists of two differ-
ent unions and accesses three different endpoints. Note that the join between tables
SLEGGE_EPI.WELLBORE and SLEGGE.STRATIGRAPHIC_ZONE is a common subex-
pression for these two unions. Exareme includes a Volcano-style optimizer and models
the different possible query plans using an AND-OR graph. The optimizer implements a
greedy heuristic that was proposed in [87] in order to take the aforementioned decisions.

4.3.0.3 Pushing processing to endpoints

In a data integration setting where each endpoint is an RDBMS, a mediator can take
advantage of the corresponding processing capabilities in order to “push” a query frag-
ment for execution in the endpoint and obtain an intermediate result. One could think
of a process of query decomposition where maximal fragments that can be executed
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( COREDB.SITE ) ( COREDB.SITE_TYPE ( SLEGGE_EPI.WELLBORE ) ( SLEGGE.STRATIGRAPHIC_ZONE 1

Common Expression

Figure 4.3: Query Plan.

in each endpoint are identified and sent for execution. Unfortunately, this approach of-
ten leads to inefficient execution plans, as very large intermediate result, that otherwise
could be avoided, may be produced. Consider again the example from Figure 4.3. The
join between SLEGGE_EPI.WELLBORE and SLEGGE.STRATIGRAPHIC_ZONE can be
pushed to the EPDS endpoint, but if this join leads to a very large intermediate result,
then maybe a better query plan would be to import each table separately and use a
different join order, by first joining one of the tables with a result coming from another
endpoint. The same situation arises for the joins between tables COREDB.SITE and
COREDB.SITE_TYPE. For this reason, we examine opportunities for pushing process-
ing towards the endpojnts as a post-optimization step. This is done after an optimized
plan, possibly with common subexpression re-usage, has been obtained. In such a plan,
we consider pushing fragments that only touch tables from a single endpoint, as long as
there is no sub-plan marked as materialized for re-usage. If no plan with more than a sin-
gle descendant table is found to be beneficial to be pushed to an endpoint, then separate
requests for each base table are sent. These requests contain only possible filters and
projections for the corresponding base table.

4.3.0.4 Caching Intermediate Results

Caching of intermediate results refers to the process of keeping results coming from eval-
uation of a query for future reuse. These results correspond to query fragments imported
from endpoints, or results of processing that takes place inside Exareme, for example
intermediate results chosen to be materialized from the common subexpression identifi-
cation optimization or final results of a query. As a subsequent, possibly different query
is coming for evaluation, the optimizer should choose a plan, by taking into consideration
existing fragments in the cache, and estimate the cost of plans that reuse such fragments
accordingly. In the context of data integration this can lead to important savings, as the
need of data import can be completely avoided. An eviction policy that guarantees data
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freshness can be applied, for example by specific timeouts. Also, it is important to provide
the user with the option to enable or disable use of the cache on a per query basis.

4.4 Query Optimization in the OBDA Mediator

Query optimization in the Exareme mediator system is based on transformation-based
optimizers, that also take into consideration common subexpression in different parts of
the query and existence of intermediate results in cache.

In the next section we first describe the main ideas behind transformation-based opti-
mization and the common subexpression identification procedure used. In order to apply
these ideas to a distributed system like Exareme, in Section 4.4.2 we describe the re-
quired incorporation of repartitioning for distributed processing and the search process.
In Section 4.4.5 we discuss ways to improve common subexpression identification for the
queries produced by Ontop. Then we describe the main ideas of adding the consideration
for federated execution into the optimization phase.

4.4.1 Transformation-Based Optimization

Transformation-based or rule-based optimizers start from an initial query plan and apply
possible transformations in order to examine alternative plans and keep the one with the
lower cost. This process is sometimes called top-down optimization, in contrast to clas-
sic System-R [25] like bottom-up optimization, which starts from the best access plans for
each base relation and proceeds to combine the best of them in order to build the complete
query plan. The work of [35] and later of [34] present an efficient way for exploring the
search space of alternative plans using memoization. Each logical expression is kept in a
hash table. The memo structure keeps the best plan for each equivalent class of expres-
sions. During the application of the transformation rules, if a new expression is generated,
then a look-up to the memo structure is made for its hash value and if the expression is
there the optimizer avoids redundant work of re-optimizing this expression. The optimizer
takes also into consideration physical properties of the relations; for each equivalent class
it also keeps plans that result in a relation with a desirable physical property, e.g. sorting
or partitioning in a specific column. These properties can be the result of the algorithm
that was used for the implementation of the operator, or from a separate algorithm that
was used to ensure the presence of the desirable property. In the latter case the algorithm
is called an enforcer. Depending on the transformation rules that are examined, one can
generate a specific set of plans, e.g. only left-deep joins or bushy joins [75].

We will give an example using the Logical Query DAG representation that is also used
in [87] and is known as AND-OR DAG. In this representation, more than one query plan
is plotted in the same DAG using two different kind of nodes, the OR-nodes, which refer
to base or intermediate relations, and the AND-nodes, which refer to operators. Each
OR-node can have many AND-nodes as children. Each of these operators will result in
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Figure 4.4: Simple Join Example

the same logical relation: their common parent. On the other hand, each AND-node has
as children some OR-nodes, whose number equals to the cardinality of the operator. We
will use rectangles to draw the OR-nodes and ellipses to draw the AND-nodes. Figure 4.4
presents an AND-OR DAG that holds a single query plan, whereas the DAG of Figure 4.5
holds two different query plans. The DAG of the second figure has been produced from
the first one by applying the right join associativity operator: (A X;q B) Xpame C — A Xig
(B Nname O)

When a plan is examined, except from the application of the possible logical transforma-
tions, different implementations are also applied for each operator and different enforcers
that create a specific physical property for the result. This causes the search space to
become larger. Apart from the memoization of best plans for each equivalent class, the
Volcano algorithm also employs a branch and bound style pruning by keeping the cost
of the best solution found so far and discarding paths that will lead to a more expensive
solution. In order for this pruning to be efficient, it is important that a good solution is found
as early as possible and also to choose to expand each time the most prominent amongst
all options. These choices heavily depend on the system and the execution environment.

Regarding multi-query optimization and common subexpression identification, [87, 109]
use transformation-based optimizers to represent all queries in the same query tree and
identify the same logical expressions between different queries. This method offers so-
lutions to the problem of identifying possible common subexpressions as well as to the
problem of deciding which of them it would be beneficial to materialize. Apart from that,
these methods inherit the advantage of extensibility from the transformation-based op-
timizers. For each logical expression, a hash value is generated based on its operator
and the input expressions. This way, equivalent logical expressions have the same hash
value. During the application of the logical transformations, nodes that will be deduced as
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Figure 4.5: Expanded DAG

equivalent will be unified, which may lead to further unification of their ancestors.

Regarding the search process, three different methods are presented in [87]. The first one
is called Volcano-SH and optimizes the DAG using the normal Volcano search, without
taking into consideration common subexpressions that can be reused. After an optimal
plan (ignoring common subexpressions) has been found, the algorithm examines what
nodes of the plan are beneficial to materialize. This is not an easy decision, as the cost of
each node depends on whether descendant nodes have been chosen for materialization
and the number of uses of each node depends on whether its ancestor nodes will be
materialized. As examining all the possibilities is exponential on the number of nodes,
Volcano-SH traverses the DAG bottom-up and uses an underestimation in the number of
uses for every node, such that if a decision to materialize the given node will be taken, it
is certain that this will lead to a cheaper plan. On the other hand, the algorithm may also
decide not to materialize nodes that should have been chosen.

Even if the optimal set of nodes would have been chosen, Volcano-SH still would not nec-
essarily produce a globally optimal plan, as it only examines reuse possibilities between
the independent optimal plans for each query. The second method, Volcano-RU tries to
solve this problem, by providing information about what should be reused from the al-
ready optimized queries during the search process. In order to achieve this, during the
optimization process, the algorithm keeps track of how many of the previous queries (best
plan for each query) are using each node in the graph and whether, given the reuse and
materialization costs, each node is worth to get materialized given that it is used once
more. If it is worth, then the node is considered materialized and its cost for the currently
optimized query is the reuse cost. After this process, the Volcano-SH is executed on the
final plan to make the final decisions for the materialization. Again this method does not
guarantee that the globally optimal plan will be found, as the resulting plan depends on the
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order of the queries. Even if we try all the possible orders, something that it is intractable,
still the final choice will be made from the Volcano-SH and will not be necessarily optimal.
Apart from that, for some query we may have the case that a node that in the end will be
materialized, will not be considered as such, thus leading in a suboptimal plan.

Finally, the third method is a greedy algorithm, which tries to find the best set of nodes that
should be materialized. For each set, it computes the best plan given that the nodes are
considered materialized from the beginning. The total cost for this set is the sum of the
plan cost and the materialization costs. The method starts with an empty set of material-
ized nodes and a set of sharable nodes, i.e. nodes that can be shared between different
queries in some global plan. The algorithm seeks to build a good set of materialized nodes
by trying to add one node each time from the set of sharable nodes and selecting each
time the one that gives the larger gain. The algorithm stops when adding any of the re-
maining sharable nodes to the materialized set does not lead to cost reduction. Clearly
the greedy algorithm invokes the search process many times. The authors propose some
optimizations in the algorithm in order to share work between different invocations of the
search process and also in order to completely avoid the search process for some nodes,
however, according to the experiments of [87, 109], the optimization time with this algo-
rithm is up to an order of magnitude larger than that of Volcano-SH and Volcano-RU. Apart
from that, although in most cases it finds a better plan, there is still no guarantee that this
is the globally optimal plan, as at each step it chooses to materialize a single node that will
give the larger improvement, despite the fact that the combination of two or more other
nodes could give a better result.

4.4.2 Incorporating Partitioning Information in the Search and Pruning

In this section we discuss extensions that are required in order to apply the DAG represen-
tation in a distributed system like Exareme. We describe the incorporation of partitioning
information in the DAG and discuss steps that are taken during the search process, which
help reduce the optimization overhead. We also describe the system properties and the
assumptions that we are making during the execution, as well as the modifications in the
multi-query optimization algorithm that emanate from these properties.

We assume that each table is either partitioned to a fixed number of partitions, or is repli-
cated in each node of Exareme as a whole. Using this partitioning scheme data shuffling
can be avoided for joins between replicated tables, which can be performed on a single
node, or joins between one partitioned table and one replicated table, which can be per-
formed as broadcast joins. The first option is better for large tables, whereas the second
may be proved useful for small ones.

As intermediate results that are transferred through the network are always written to disk,
we take as granted that these are always materialized, and we avoid examining if it would
be profitable or not to do so. This decision also reduces the search space, as we have
to decide only about the input results of operators that can have them readily available
locally. Query fragments that are sent for execution in the nodes of Exareme can be
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Figure 4.6: Pruned Path in the DAG

of arbitrary form, as long as the decomposer has ensured that they can be executed in
parallel, without data transfer.

In order to get the cost for each operator, the decomposer asks the cost estimator, which
gives estimations based on statistics for each column of each table. Apart from the cost,
the decomposer also gets an estimation about the size of each intermediate relation.

SELECT A.id
FROM A, B, C, D
WHERE A.id=B.id AND B.id=C.id AND C.name=D.name

Listing 4.1: SQL query

Regarding the transformations, we want to examine bushy join plans because they can
increase the parallelism of the execution plan, but at the same time we want to exclude
cartesian products, as it is very unlikely that they can lead to a good execution plan, and
their incorporation leads to a significant growth in the number of plans that needs to be
considered. The join transformations that we use during the logical expansion of the DAG
are the left join associativity and join commutativity, avoiding cartesian products. In Fig-
ure 4.6 we can see the DAG that corresponds to the Query 4.1, after the application of the
join transformations. We do not show the commutativity, where for each join operation in
the figure, there should also be a join operation with reverse operand order. We also use
a transformation for pushing projections inside the joins that is not shown in the figure.

Regarding the common subexpression identification, we assume that the process is car-
ried out in the spirit of Volcano-SH, that is each query is optimized in turn, knowing what
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Figure 4.7: Adding Partitioning Information

previous queries have chosen for materialization and computing the cost of each node
accordingly. After the optimal plan has been found for each query, the nodes in this plan
which are the result of a repartition or broadcast operator are marked as materialized.
This is based on the previously explained assumption, that data transferred through the
network are always written to the disk of the destination node. In order to also take into
consideration results that are processed locally by the nodes of Exareme and decide about
their materialization status, we can again use the Volcano-SH decisions in order to avoid
examining all the choices, the number of which is exponential in the number of nodes.

We treat partitioning as a physical property [35]. In [108] the authors present the incor-
poration of partitioning into a system for massive data analysis, which also uses a trans-
formation based optimizer. The authors propose a single logical data exchange operator
which covers all kinds of data transfer and can have several physical implementations.
Repartition and broadcast operators could be such physical implementations. The authors
reason about the combination of partitioning with other structural properties (grouping and
sorting). Nevertheless, the authors, although they stress the need for heuristics in order to
deal with the large number of alternatives, do not give details about the search process. In
what follows we focus on the repartition of data and leave aside other structural properties,
but as shown in [108], they can be integrated to the model.

The authors of [95] use a similar method as used in [109] and examine the problem of
finding partitioning schemes that will result in a table that can act as input for different
operators. This problem can arise when operators have as requirement the input table
to be partitioned in more than one column, e.g., a group by operator on two columns. In
order to achieve this, the authors propose a second optimization phase, after the normal
optimization has finished.

For each AND node that needs its input partitioned, we examine two different enforcers,
one that repartitions the input table on the specified column and one that replicates the
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input table to all the nodes of Exareme. These correspond to physical implementations
of the data exchange operator. Other implementations can be considered as well. With
respect to the partitioning scheme of the input tables, we distinguish between three kinds of
joins. The repartition join requires both input tables to be partitioned the same way (same
hash function and same number of partitions) on the joining columns. The left broadcast
Join requires the left input table to be replicated to all the nodes of the system; it does not
impose any requirements to the right input table, that is, the right input table can also be
replicated, or it can be partitioned in any way and in any columns. The right broadcast
Join imposes exactly the opposite requirement. These three kinds of joins are treated as
different physical implementations; for each join in the logical DAG all three options must
be examined in order to explore the complete search space. Local join implementations
can be added as a second level of physical implementation for each of the three joins.

Figure 4.7 shows an example of the resulting DAG for the query “Select A.id from A, B
where A.id=B.id”, after the addition of the partitioning information. Note that the bottom
nodes for tables A and B denote the tables with any valid partitioning scheme, that is
partitioned on any of their columns or replicated. The same holds for tables T1 and T2.
In the example, T1 can be partitioned on column A.id and also partitioned on B.id, if the
path followed comes from its first child. It can be partitioned on whatever column table B
is (or replicated if B is also replicated) if the path comes from its second child, or it can be
partitioned on whatever column table A is (or replicated if A is also replicated) if the path
comes from its third child.

An implementation detail that will be proved useful is that during the expansion of the DAG
we keep information in the form of column equivalence classes for each path, as it has
been described in [108]. Along a path we put in the same equivalence class columns that
it has been deduced that they contain the same values for all the tuples in the specific
path. This information is coming from the join conditions of the path. Also, selections
can lead to all the columns in a class to be equal to a constant, and we can further take
advantage of functional dependencies to add more columns in a class [108]. After each
join, in order to get the partition history of the resulted node, the partition histories of the
input nodes needs to be merged with respect to the newly acquired information that the
columns that take part in the join condition now contain equal values.

Furthermore, for each path we also keep information about the repartition history. This
information is related to the column equivalence classes. As soon as it becomes certain
that a repartition operator on a specific column is contained in the path, the corresponding
equivalence class is annotated as participating in the repartition history. The repartition
history is cleared if we meet two consecutive nodes such that commutativity does not hold
between them. This information will help us to prune the search space as we will describe
in the next section.

Representing partitioning information in this way creates two problems. The first one is
that on some paths we may end up with redundant repartition or broadcast operators. Con-
sider for example that T1 in Figure 4.7 has as parent a repartition join operator A.id=C.id
which requests T1’s result to be partitioned on A.id. During the addition of partitioning
information, a repartition operator on A.id will be added above T1 and a new OR node T1
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(partitioned on A.id) will be added between the new repartition operator and the operator
A.id=C.id. The newly created operator is redundant for the path that passes through the
first child of T1, it is not redundant for the path that pass through the second child of T1
and it may or may not be redundant for the path that pass through the third child of T1. In
this last case it is redundant only if the bottom A node is partitioned on A.id. We can be
sure that the operator is not needed once we meet the next repartition operator and it is
on a column that does not belong to the same equivalence class. In order to deal with this
problem we must examine for every child of T1 if i) it guarantees that its result will be parti-
tioned in the required equivalent class, ii) it guarantees that its result will not be partitioned
in the required equivalent class, and iii) it does not guarantee any of the previous two con-
ditions. In the first case we don’t have to insert the repartition operator, in the second case
we have and in the third case we can push the repartition requirement to the child of the
corresponding operator, as in [108]. Nevertheless, in the last case, this is not always the
optimal solution, as it may add the repartition operator later in the tree, whereas adding
the operator above T1 could be cheaper. The decision must be taken by reckoning the
costs of possible choices into it. In the next section we present the search algorithm that
settles this problem, integrating the solution into the branch and bound pruning strategy
of the algorithm.

The second problem has to do with the fact that when an operator does not have any re-
quirement about the partitioning of an input table, it will only examine the possibilities that
are already existing in the plan. That is, the ways that this input tables can be partitioned
according to its input tables if it is an intermediate table, or the ways it has been parti-
tioned during the import to the system if it is a base table. Consider the right broadcast
join operator in the example. It will consider table A partitioned only as it was imported
into Exareme, even though in some other paths it can be partitioned on different columns
or replicated. It is not a problem if an optimization does not take into consideration mate-
rialized results, since it is always cheaper to choose the table as it is already partitioned
instead of applying an extra repartition operator, but if there are some other options mate-
rialized, maybe it is preferable to use one of these. To deal with this problem we can keep
the information about which materialized nodes correspond to each logical node and and
when no specific partition requirement is present, examine all of them.

4.4.3 Adapting Volcano-style Search in Exareme

As we mentioned in Section 4.4.1, Volcano-style optimizers depend on the developer to
take into consideration the system particularities and use the appropriate heuristics in
order to facilitate the search process. The pruning occurs either based on the cost in
a branch and bound fashion or based directly on some heuristic in order to completely
avoid specific paths. In the first case, it is also important to use some heuristic in order
to reach quickly a complete solution with low cost, in order to prune as much as possible
the remaining paths. Furthermore, a time limit could be set for each invocation of the
search algorithm. After the specific time limit the algorithm returns the best solution that
has been found up to that point. Again it is important that the most prominent solutions
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Algorithm 3: getBestPlan

input : e: A Node in the expanded Logical DAG, c¢: The column that the result must be partitioned,
limit: Cost limit, repCost: enforcer cost from parent
output: The best plan

Plan result;
if e.isMaterialized then
\ result=new Plan(new Path(), getReuseCostOf(e));
else if memo contains e partitioned on c with repartition cost less than repCost then
\ result=memo.getPlanFor(e, c);
else
\ result=searchForBestPlan(e, c, limit, repCost);
end
if result!=null AND result.getCost()<limit then
| return result;
else
| return null;
end

are examined within the specified limit.

Regarding the branch and bound pruning, in [94] it was proposed that apart from the cost
of the path that it has examined so far, we can also consider a lower bound based on an
estimation about the cost of the remaining of the path (or the actual cost, in case some of
the children are already computed), so that pruning would be more efficient. In [29], the
first case is referred as accumulated-cost bounding, whereas the second is referred as
predicted-cost bounding. The authors note that branch and bound, especially in the case
of accumulated-cost bounding where many cost computations may already have been
done before a decision to stop searching is taken, may have a counter-effect of deterio-
rating the search efficiency, as it comes in contrast with the nature of memoization. A path
may be searched many times, each time with a bigger budget, and if pruning is decided to
be done each time, then work is being repeated. In [32] a solution to this problem is given,
along with several other optimizations in the search process. Note that both [32] and [29]
consider that the search space has not been generated using transformations, but some
top down join enumeration method. Nevertheless, the search process is similar.

Regarding the cost estimation for each operator, as in all top down optimizers, we compute
it before the computation of the cost for its inputs. The rationale behind this is that the cost
of each operator depends on some properties of its input tables, independently of how
these tables have been created. In other words, we estimate the size of an intermediate
table and the histograms of its columns, without having to compute an estimation for its
total cost and explore the search space below it.

The outline of the search algorithm is shown in Algorithm 4. In this outline we only show
information regarding the basic accumulated-cost bounding that interacts with the reparti-
tion operator. Nevertheless, we also employ optimizations from [32] which are not shown
in the algorithm for clarity of presentation. The search algorithm is based on the origi-
nal Volcano search process [35] with several modifications regarding the incorporation of
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Algorithm 4: searchForBestPlan

input : e:A Node in the expanded Logical DAG, ¢: The column that the result must be partitioned,
limit: Cost limit, repCost enforcer cost from parent
output: The best plan

Plan result=new Plan();

repartitionCost=getRepartitionCostFor(e, c);

foreach child o of e do

Plan e2Plan=new Plan();

opCost=getCostFor(o);

limit-=opCost;

foreach child e2 of o do

minRepCost=min(repCost, repartitionCost);

Column c2=getPartitionRequired(o, e2);

int c2RepCost=getRepartitionCost(e2, c2);

if 0 guarantees that its result is partitioned on Eq. Class of ¢ then
\ e2Plan.append(getBestPlan(e2, c2, limit, c2RepCost));

else if o guarantees that its result is NOT partitioned on Eq. Class of ¢ then

e2Plan.addToRepartitionHistory(c); /* at this point we can be sure that a
repartition operator will be added somewhere */

if repartitionCost<repCost then

addRepartitionNodeAbove(e, c);

limit-=repartitionCost;

end

e2Plan.append(getBestPlan(e2, c2, limit, c2RepCost));

else

e2Plan.append(getBestPlan(e2, c, limit, minRepCost));

if result is not ptned on ¢ AND repartitionCost<repCost then
addRepartitionNodeAbove(e, c);

limit-=repartitionCost;

end

end

/lthe repartition op was not added during children calls;
if e2Plan is not partitioned on c2 then
addRepartitionNodeAbove(e2, c2);
limit-=c2RepCost;

end
int e2PlanCost=e2Plan.getCost();
if result is not ptned on c then
‘ e2PlanCost+=minRepCost; /* add a penalty of minRepCost to cost of e2 x/
end
limit-=e2PlanCost;

end

if e2PlanCost<result.getCost then
result=e2Plan;

memo.put(e, result, c, repCost);

end
if e.getParent is root node then
| setNodesInPlanMaterialized(e2Plan);
end
return result;

end
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partitioning. The algorithm is invoked from Algorithm 3 which examines if the best plan
for the input node has already been found or if the input node is materialized. If none of
these happens, then it calls Algorithm 4. The algorithm takes as input a node of the logical
DAG, a column ¢ in which the node must be partitioned, which can be null if no specific
partitioning is required and a cost limit such that the plan that will be found must have a
cost less than the limit. If no such plan is found, the algorithm will return null. Furthermore,
the algorithm also takes as input a maximum repartition cost repCost. Its meaning is that
it should explicitly add a repartition operator that guarantees that the result will be parti-
tioned on c only if the cost for that operator is less than repCost. As a result, the algorithm
does not finally guarantee that its result will be partitioned on ¢. The check has to be done
from the point that we called the algorithm. At that point we know if finally the result was
partitioned as intended or not.

In each call of the algorithm, if the operator examined guarantees that the result will be
partitioned on c it does not add the repartition operator. If the operator examined guaran-
tees that the result will not be partitioned on ¢, then it only adds the repartition operator if
the cost for that is less than repCost, otherwise it returns the result supposing that a proper
repartition operator will be added at some time during the parent calls. Otherwise, if the
operator examined does not guarantee any of the two conditions, it makes a recursive call
using the minimum of repCost and the cost for repartition in the current call. Upon the re-
turn of that call it will examine if the result is finally partitioned on c. If not, as in the second
case it will add a repartition operator only if the cost for that is less than repCost. In the
last case, the partition requirement 2 is null, so the partition in ¢ is retained. Regarding
the partition requirement in ¢2, if this is not null, after the recursive calls it is examined if
e2 that was returned satisfies this condition. If not, that is none of the children added the
repartition operator, it means that the cheapest repartition operator must be added at this
point.

Once the best plan has been found, we put it in the memo, along with the minRepCost.
This is needed, because the result is optimal only with respect to parent calls that have
repartition cost equal or greater than the current repCost for which the optimization took
place. This is because during the optimization it is possible that a repartition operator has
been added with a cost R, where R < repCost, but in a future call we cannot guarantee
that R is less than the next repartition cost. In this future call, the optimization needs to
be redone only if the returned plan is partitioned on ¢, otherwise we can be sure that no
repartition operator has been added. In order to prevent redundant optimization, we can
keep the actual repartition cost that was added at some point during recursive calls and
only reoptimize if the future repCost is less than that.

We also employ a technique that increases the chances that the first plans examined
are prominent, so that we provide quickly a low limit to the accumulated-cost bounding.
The decision has to do with first following at each OR node the paths that do not need a
repartitioning operator. At each step at which we must choose the next operator, if we can
choose an operator that we can be sure it can be executed without repartition, this would
be preferable. As a result, we first examine plans in which we can group more joins that
can be executed in parallel and are more prominent to provide good results. For example,
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consider the expanded DAG that is shown in Figure 4.6, which corresponds to query 4.1
(for ease of presentation we have not applied transformation regarding the projection).
When we are in node T5, we know from the previous join that we will need the result to
be partitioned in B.id. So, we first choose to follow the path that guarantees that T5 will
be partitioned in B.id, which is the child that contains the join operator B.id = C.id.

The described heuristic is used in order to find good solutions as early as possible. We also
use another criterion in order to completely ignore a specific path that contains more than
one repartition operators for a given equivalence column class, as this can be derived from
the repartition histories of the nodes in the path. This second criterion is complementary to
the first one. The reasoning behind it has to do with the fact that we avoid plans that do not
group together operators that can be executed with the same partitioning, since we can
be sure there is another branch in the DAG which contains the specific operator grouped
together. Operators are grouped together with respect to the parallel execution, if there
is not a repartition nor a broadcast operator between them. In the example of Figure 4.6,
if we suppose that all tables are partitioned and not replicated, we will decide to mark as
redundant the path shown in red. Note that this decision can be taken at a point when
we can be sure that a repartition operator will be added, that is when we are meeting an
operator that guarantees that its result will not be partitioned in the desired column, even
if we don’t know exactly the point at which we will finally add it. This happens before the
exploration of the whole subtree below the specific operator. In the given example we can
take the decision before exploring the space below B.id = C.id.

We also use another criterion that stems from the assumption that it is always better to
partition large tables and replicate smaller ones. We set a repartition threshold below
which we do not examine repartitioning a table, and a broadcast threshold above which
we do not examine replicating a table. These two thresholds can be equal, that is we
examine exactly one option for each table, or the repartition threshold can be smaller than
the broadcast threshold, that is for tables with estimated size between the two thresh-
olds we examine all options. At each operator we examine if the input tables satisfy the
corresponding threshold condition with respect to the partitioning scheme required by the
operator. For example, if we have a left broadcast join and the estimated size of the left in-
put table is above the broadcast threshold, we discard the specific path and do not explore
the space below that operator.

4.4.4 Search with Materialized Results

When the optimal plan for a query has been found, we mark the nodes that occur after
a repartition or broadcast operator as materialized. In the next query we have to invoke
again the search process, with a new set of materialized nodes. As it is observed in [87],
we can take advantage of previous invocations and compute only the differences in the
costs for the nodes that are impacted by the differences in the set of materialized nodes. To
do that, we must recompute the cost for all the parents of each node whose materialization
status has changed. The authors of [87] present the incremental cost update algorithm
in order to avoid redundant computations, as we can reach a node from many different
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paths. The algorithm keeps a priority heap of nodes that are sorted based on a topological
number that is computed for each node during the generation of the DAG, such that each
node always has a smaller number from every of each ancestors. Each time, the node
with the smallest number is extracted from the heap and its cost is computed. If the cost
has changed then the cost of the parent AND nodes is recomputed and parent OR nodes
are added to the heap. The process continues until the heap is empty.

In [87] the specific process takes place in the context of the greedy algorithm. But in our
case, we know the nodes that must be added in the materialized set even though we
proceed in the spirit of Volcano RU, that is we examine the queries in turn. This gives the
opportunity for one more optimization. Each time, we only need to examine nodes that are
used by the next query. To do that, we keep a list of nodes whose materialization status
has changed and the impact of this change has not been recomputed. This list is global for
all the invocations of the search algorithm. After the optimization has finished for a query,
the nodes that have chosen to be materialized, i.e., the nodes of the optimal plan that are
after a data transfer operator and are not materialized from previous queries, are added
to the list. For the next query, we remove from the list only the nodes that are accessed
by the specific query, as this information has been kept from the traversal described in
Section 4.4.2. The heap is initialized to contain only the specific nodes. Furthermore, we
do not examine at all the OR nodes that are already materialized.

4.4.5 Improving Common Subexpression Identification

In this section we present some optimizations that can increase the number of common
subexpressions that will be identified in queries that contain self-joins and unary filter-like
where conditions. These optimizations take place during the application of the logical
transformations and are independent of the physical layer and the execution environment
(distributed or centralized). The motivation came from the queries produced by ontop.

One of the characteristics of many queries that result from OBDA is the presence of self
joins. Let us consider an example query, taken from [58] and simplified for ease of pre-
sentation. Listing 4.2 presents a SPARQL query that asks for wellbores and the lengths
of their cores, where length is greater than 50 and its unit of measurement is meters. The
query is first rewritten with respect to some ontology. We will omit this process as it is
not relevant for our example and we will concentrate on the unfolding to SQL based on
some mappings to a database schema. The relevant mappings for our case are given in
Table 4.1

Based on these mappings, one of the unions of the resulting SQL query is shown in List-
ing 4.3. This query contains two self joins on the table core. Notice that these two self joins
could be avoided if the OBDA system had information that the combination of columns id
and core is unique for the table core. But assuming that we don’t have this information,
we have to evaluate the query as it is. First of all, in order to plot all queries in the same
AND-OR DAG, we have to assign some global aliases to the base tables. As the query
is parsed, we replace the local aliases with the global ones. If there is no global alias for
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npdv : Wellbore(uri(id)) <wellbore(id, name)

npdv : coreForWellbore(uri(id, coreNumber), uri(id)) +wellbore(id, name),
core(id, core Number, coreLength, coreUom,)

npdv : name(uri(name), uri(id)) +wellbore(id, name)
npdv : coreLength(uri(name), coreLength) <core(id, core Number, core Length, coreUom,)

npdv : coreUOM (uri(name), coreUom) <—core(id, core Number, coreLength, coreUom)

Table 4.1: Mappings

a base table, we generate a new one. If a query contains self joins, we generate more
global aliases for the same base table. Supposing that the first query that we have to plot
in the DAG is the query in Listing 4.3 and that the global aliases that have been generated
are alias0, alias1, alias2 for base table core and alias3 for base table wellbore, we have to
plot the query shown in Listing 4.4 in the same DAG. For table wellbore we choose alias3
that we have been generated for the first query, but for table core we can choose any of
the three aliases that we have generated for the specific base table. Clearly, choosing
the global alias that has been assigned to the alias QVIEW1 of the first query will result in
identifying more common subexpressions in the DAG. But the choice will not be always
that obvious, as common subexpressions may be identified later during the application of
transformations and also the final decisions for the plan must be taken during the search
phase. In order to be able to find the globally optimal plan we must try all possible cases,
which are three in our example. We can easily do that by adding more than one child to
the AND node that represents the result of the second query. In general, if the number
of global aliases for a base table is n and the query that we have to add contains % in-
stances of that table, we must add n!/(n — k)! different choices. This obviously can lead
to a significant growth of the size of the DAG. Luckily, usually most queries contain at max
two or three different instances of a specific base table. For queries that contain a greater
number of self joins and self joins on different tables, a trade-off between identifying more
subexpressions and keeping the optimization process time reasonable must be found.

SELECT DISTINCT ?wellbore (7length AS 7lenghtM)
WHERE {

?wc npdv:coreForWellbore 7w.

7w rdf:type npdv:Wellbore .

?w npdv:name ?wellbore .

?wc npdv:corelLength 7length .

?wc npdv:coreUOM "m" " “xsd:string .

FILTER(?length > 50)

Listing 4.2: SPARQL query

SELECT

QVIEW1. "name”~ AS “wellbore ™, QVIEW2. wlbTotalCoreLength™ AS “lenghtM~
FROM

wellbore_core QVIEW1,

wellbore_core QVIEW2,

wellbore_core QVIEW3,

99 D. Bilidas




Database Techniques for Ontology-based Data Access

wellbore_npdid_overview QVIEW4

WHERE

QVIEW1. id~ = QVIEW4. id~ AND

QVIEW1. coreNumber ™ = QVIEW2. coreNumber"
QVIEW1. id~ = QVIEW2. id"

QVIEW1. coreNumber ™ = QVIEW3. coreNumber"
QVIEW1. id" = QVIEW3. id~ AND

QVIEW3. "wlbCoreIntervalUom~ = 'm' AND

QVIEW2. wlbTotalCoreLength™ > 50

Listing 4.3: SQL query

SELECT

QVIEW2. name™ AS “wellbore™, QVIEW1. wlbTotalCorelLength™ AS “lenghtM~
FROM

wellbore_core QVIEW1,

wellbore QVIEW2

WHERE

QVIEW1. id~ = QVIEW2. id~

Listing 4.4: SQL query

Regarding unary conditions, like NOT NU LL, ontop may produce queries that have these
conditions on different columns, but by also taking into consideration the joins on each
union, these conditions can be proved equivalent. In order to identify these cases, we
add to each query all the implied conditions during the plotting at the AND-OR DAG.

4.5 Experimental Evaluation

We now present experimental evaluation of our OBDA mediator system built on Exareme.
In Section 4.5.1 we present the execution results for the Optique Statoil use-case and we
compare the execution with and without query cache for 81 queries of the query catalog
of the use-case. In Section 4.5.2 we present complementary results from the Statoil use-
case, using the Canonical IRIs approach as described in [104].

4.5.1 Experiments in the Statoil Optique Use-Case

In this section we present the query results for running the Statoil query catalog using our
Exareme as the federation engine. Queries are accessing the following databases de-
scribed in [49]: (i) EPDS (ii) Recall (iii) CoreDB (iv) GeoChemDB (v) OpenWorks (vi) Com-
pass

EPDS contains two different database schemas, resulting in a total number of 7 different
data sources.

In total, 81 queries were executed with a 1000 seconds timeout under two different setups:
with and without caching of intermediate results. In the second setup, execution started
with empty cache and queries were executed sequentially, according to their numbering
in the query catalog. Out of all 81 queries, 66 were executed successfully within the time
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Figure 4.8: Execution Times for Federated Scenario (With and Without Query Cache)

limit and only seven of them needed more than four minutes. The average time for suc-
cessful queries in the first setting was 135.6 seconds, whereas in the second setting 101.4
seconds. All results are presented in Figure 4.8 (Times are in seconds). For the experi-
ments, Exareme was installed on a cluster of eight virtual machines, running in a protected
subnet at Statoil. Each virtual machine contains 8 GB of RAM and two processing cores.

4.5.2 Experiments using Canonical IRIs

When multiple databases participate in a federation through OBDA, the same actual re-
source may have different IRIs in each different database. Canonical IRIs provide a way
for efficiently identifying the same resource in different databases that participate in a fed-
eration through OBDA, by assigning to it an canonical IRI, which uniquely represents the
resource. Normally, the sameAs property of OWL vocabulary can be used for this pur-
pose, but as this property is transitive, in the context of OBDA, using this property would
result in inability to rewrite the initial query over the ontology to non-recursive SQL [24].
For this reason, sameAs is not part of the OWL2 QL language. An initial approach for
incorporation this functionality in OBDA is presented in [24], where a restricted use of
sameAs is proposed. The canonical IRl approach is used instead in [104], in order to
treat the large rewritings that result from this initial approach.

In this section we provide experimental results obtained by our OBDA mediator in the
Statoil use case, that compare these two approaches, in order to show that our system
with all the features and techniques described in this chapter, can take advantage of the
optimized query form offered by the canonical IRIs approach, and reduce significantly the
execution time over the initial sameAs approach. All necessary linking tables of these two
approaches were used as internal Exareme tables, by importing and processing all the
needed information from the endpoints.

As before, we integrated the 7 data sources (relational databases) used in Statoil, extend-
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sameAs Canonical IRI
Total queries 76 76
Timeouts 31 11
Min exec. time 12s 0.50s
Mean exec. time 11m 4.3m
Median exec. time 11m 0.77m

Figure 4.9: Execution time and statistics for the queries in the federated setting at Statoil

ing an existing ontology and the set of mappings, and creating the tables necessary for
sameAs and canIriOf. The queries and ontology are published in [41]. One of the data
sources is the slegge database, which is also described in [41] together with the mappings
toward this database.

The experiments in Statoil were run with a catalogue of 76 SPARQL queries constructed
from information needs written down by geologists and geoscientists in the company. The
domain of the queries is that of subsurface exploration, with a focus on wellbore informa-
tion. The most complex query had 23 triple patterns, using object and data properties
coming from 5 data sources. The queries were executed with a 20 minute timeout, both
with sameAs approach and with the canonical IRI approach.

The Ontop rewriting engine and Exareme SQL federation engine all run on virtual ma-
chines deployed on the company intranet, as the data cannot be moved out. Ontop ran
on a single machine, while the Exareme SQL federation ran on 8 other machines. The
oracle databases are version 10g, and run on separate machines.’

We realize that this setup does not comply with the normal clean setup of a database
experiment. However, the complexity (7 datasources) and realism (real questions and
production databases) of the setup means the results have great value, although their
precision is sub-optimal. Compare this with biology, where the in vivo experiments on
live creatures, dealing with the full complexity of the organisms, may lead to results that
cannot be seen in the in vitro experiments, and therefore are considered superior.

The minimum, mean and media query execution times, for both the sameAs and canonical
IRl approaches are shown in Figure 4.9, whereas in Figure 4.10 we present a comparison
of execution times for each query separately. The improvement from sameAs to canonical
IRI'is drastic. With the canonical IRl approach all queries, with three exceptions, are faster,
there are fewer timeouts, and the majority of the queries execute within 3 minutes.

4.6 Conclusions

We presented database techniques for executing OBDA queries over a federation of re-
lational data sources. We have implemented our proposed techniques in a new mediator
system built using Exareme, and we have succesfully deployed the new system in the Sta-

"Typical machine: HP ProLiant Server, 24 Intel Xeon CPUs (X560@2.67GHz), 283 GB RAM.
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toil use case of the Optique project, in a setting with 7 external relational legacy databases
involving complex schemas and many hundrends of tables
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5. IN-MEMORY PARALLELIZATION OF JOIN QUERIES OVER LARGE
ONTOLOGICAL HIERARCHIES

This chapter presents the design and development of PARJ, an in-memory RDF store able
to parallelize multi-join OBDA queries. Unlike Chapters 3 and 4, here we do not consider
external relational databases and arbitrary mapping rules. Instead, the data are stored as
RDF triples in PARJ. The results of this chapter are included in publication [15], which in
turn extends our previous work [13].

5.1 Introduction

Since the adoption of the RDF data model numerous systems and research prototypes
have been developed aiming at efficient SPARQL query evaluation, focusing mainly on
the evaluation of BGPs which proved to be extremely demanding. Centralized systems
explored different physical storage options and query execution techniques. Main stor-
age schemas include a single triples table, denormalized property tables, vertical parti-
tioning, graph-based storage and storage based on bit arrays. Details and references to
such systems are presented in the next section. As scalability became an issue with the
continuously increasing size of several datasets, distributed approaches came into play,
assisted by cloud technologies such as the MapReduce framework, its implementation
Apache Hadoop and several Big Data processing systems built on top of it. Most of these
systems use optimizations in order to minimize the execution cycles, which correspond
to Hadoop jobs and involve data transfer between the workers. This is due to the syn-
chronous nature of the MapReduce paradigm. As a result, depending on data partitioning
and replication one can achieve evaluation completely in parallel for some queries, but for
queries that require communication the overhead is important due to the synchronization
step.

A number of in-memory distributed systems were later proposed such that their communi-
cation is based on custom asynchronous methods, mostly on the Message Passing Inter-
face (MPI) standard. Trinity.RDF [107] is based on graph exploration and it was the first
system to follow this design. TriAD [39] and the extension of the centralized main memory
RDF store RDFox with a dynamic data exchange operator [78] also use an asynchronous
execution model (In what follows we will refer to the system described in [78] as the dy-
namic exchange operator approach), but unlike Trinity.RDF they use relational-style joins,
increasing the level of parallelism for large intermediate results over the graph-based ap-
proach. In order to do so, both of these systems use expensive graph partitioning before
data loading. AdPart [3] tries to overcome this problem by using simple subject-based
hash partitioning and then adaptively, based on the query load, replicates specific data
fragments to the workers. As a result of the initial subject-based partitioning, expensive
broadcast of intermediate result occurs in case of joins on objects.

In the OBDA setting, deep and wide class and property hierarchies pose a serious per-
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formance issue for all systems that perform query answering over RDF data with respect
to entailment regimes that allow the definition of such hierarchies. Materializing all im-
plied assertions with respect to these hierarchies, as it is the case in RDFS reasoning
with forward chaining, is an expensive preprocessing step and it may lead to data size
many times larger than the original, something that may not be viable especially for an in-
memory system. On the other hand, using RDFS reasoning with backward chaining may
lead to complicated queries. Many approaches exist that aim to treat these problems,
mainly focusing on disk based storage.

In this chapter we present PARJ, an in-memory query processing system able to paral-
lelize multi-join queries over large RDF graphs. Its name stands for Parallel Adaptive RDF
Joins. Our query processing approach is inspired by the asynchronous execution model
of main-memory distributed RDF stores, mainly of TriAD and the dynamic exchange oper-
ator approach. Both these approaches use expensive preprocessing in the form of graph
partitioning in order to minimize communication between servers during query execution.
Also, extra effort is needed in order to track the server that contains each resource. Most
importantly, even in a centralized parallel environment these systems would require some
form of inter-process or inter-thread communication and as a result some form of synchro-
nization. For example, in case of rehashing, each worker of TriAD has to wait in order to
receive and rehash all intermediate results from all other workers. Same kind of overheads
occur in the dynamic exchange operator where each worker must hold a queue for each
query atom, where incoming messages are put. This may lead to blocking execution until
some other worker process results for a subsequent query atom. Also, in the dynamic
exchange operator approach detecting termination is not trivial and requires a round of
message exchanging. Our method ensures parallel execution of arbitrary multi-join BGPs
without any form of communication or synchronization between the workers (in our case
threads) while at the same time avoiding expensive preprocessing like graph partitioning.
Furthermore, we adaptively decide to scan the corresponding partitions when it is prefer-
able, instead of always using index-based nested loops as done by the dynamic exchange
operator approach. This adaptive cache-friendly method can take advantage of existing
(even partial) sorting of RDF triples, that further improves our join implementation. An
auxiliary bit vector index can be used to avoid binary search and improve efficiency.

Regarding the physical data storage, our approach is inspired by column-store systems
such as MonetDB [43] and C-Store [98], as we first use vertical partitioning [1] to create a
separate table for each property, and then keep subjects and objects for each property in
separate arrays so that each tuple can be reconstructed by relating entities at the same
positions in these arrays, reminiscent of the virtual IDs of column stores. This physical
design compactly stores RDF data in memory, in order to increase spatial locality during
join processing. For example, for scale 10240 of the LUBM dataset with about 1.4 billion
triples, excluding dictionary, the storage requirements are only 22 GB (50GB if we include
the dictionary). Also, we allocate a single array position for each distinct subject or ob-
ject as a simple form of column specific compression (reminiscent of the POS and PSO
indexes used by Hexastore [102]) and we keep two replicas of each two-column table in
different sort orders.
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Finally, PARJ is able to perform scalable query answering with respect to large class and
property hierarchies by providing virtually complete data over these hierarchies. Specifi-
cally, during join processing, we incorporate on-the-fly union computations over our phys-
ical data storage without impairment of the pipelined execution model. Our architecture is
based on [82], modified in order to use our in-memory system as a triple-store, instead of
a relational database, in order to perform query answering over OWL2-QL ontologies. Our
approach does not require expensive preprocessing in the form of materializing ontology
inferences via forward chaining, and at the same time it only has an 10-20% overhead
in query execution time in comparison with complete materialization of ontological hierar-
chies. Our experimental evaluation provides the fastest execution times over the LU BM3
[63] OWL benchmark, outperforming state of the art systems based on materialization or
query rewriting.

This chapter is an extension of publication [13], where an initial version of PARJ had been
presented, by adding the following novel contributions:

* An experimental evaluation with larger (LUBM 20480) and real-world (YAGO2)
datasets that confirms the scalability and applicability of our approach

* A method for incorporating information about ontological type and property hierar-
chies during the join processing without any additions to the physical data storage
layout and without affecting the scalability and effective parallelization of execution

* An implementation that couples PARJ with Ontop[21], a state of the art tool for
Ontology-Based Data Access (OBDA), enabling PARJ to act as an efficient RDF
store, answering queries over OWL2-QL ontologies. We also perform an experi-
mental evaluation and comparison of our implementation with other state of the art
systems for OWL2-QL query answering.

In Section 5.2 we present details of the physical data storage and execution model and
in Section 5.3 we present details of the adaptive join method that allows for incorporating
parallelism into processing. Query answering approach over ontological hierarchies for
OWL 2 QL ontologies is described in Section 5.4. We present implementation details and
experimental evaluation in Section 5.5.

5.2 Physical Data Storage and Execution Model

In this section we present our physical data storage and give an overview of the join
method that allows incorporation of parallelism. First, following the common practice used
by many systems, we use dictionary encoding, by assigning an integer value to each value
encountered in the RDF data. We use common numbering for values appearing in the sub-
ject and object positions and a different numbering for values appearing in the property
position, but for ease of presentation here we assume common numbering for all values.
Thus, after parsing of an RDF dataset that contains N distinct values, our dictionary will
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contain integer IDs from 1 to V. Then, we apply vertical partitioning [1] to create a sepa-
rate two-column table for each property defined in the data. We keep two replicas of each
two-column table, the first sorted on subject and then on object, and the second sorted
first on object and then on subject. Given that a property P is assigned to integer i from
our dictionary encoding, we will refer to the first replica of two-column table for P as prop;
and to the second replica as prop;- and we will call the tables first sorted on subject S-O
tables and tables first sorted in object O-S tables.

Consider for example the following RDF data (IRIs are omitted):

ProfessorA teaches Mathematics
ProfessorB teaches Chemistry
ProfessorC teaches Literature
ProfessorA teaches Physics
ProfessorA worksFor Universityl
ProfessorB worksFor University2
ProfessorC worksFor University2

The dictionary encoding of the data is given in Table 5.1. Using this encoding, the two-
column tables prop, and propg that correspond to properties teaches and worksFor will be
created.

Integer | Value
ProfessorA
teaches
Mathematics
ProfessorB
Chemistry
ProfessorC
Literature
Physics
worksFor

10 University1
11 University2
Table 5.1: Example of Dictionary Encoding

ONO OB WN -

©

For each table, we store a sorted integer array with the distinct subjects (for S-O tables)
or distinct objects (for O-S tables). We also store a second array of same length with the
first. Each position of this second array contains a pointer to a sorted integer array and an
integer denoting the length of this array. This is a pointer to the objects (for S-O tables) or
subjects (for O-S tables) that correspond to the subject (respectively object) located at the
same position of the first array. The reason that we keep two separate arrays has simply
to do with compactly storing the integers of the first array and improving spatial locality
during the join processing. We also keep track of the length of the first array, using an
array of length 2 x (number of properties) that contains this information for all properties.

D. Bilidas 108



Database Techniques for Ontology-based Data Access

8|34 |3
9 (16(41
\ 20l [22 2
O N\
!2n a3 [ )

5|7 |13(18(24(29|33|45

Figure 5.1: Example of Physical Data Storage for a Property Partition

Getting this information involves a simple lookup at a specific position, for example, to
get the number of subjects for prop;, we should look at position 2 % 7, whereas to get the
number of objects for prop;- we should look at position (2 * 7) + 1.

Figure 5.1 contains an example of physical storage for a property table. Assuming that
the specific table has been created for property props, then it contains the following triples:
5 props 8, 7 props 8, 7 props 34, 13 props 40, 18 props 3, 24 props 9, 24 props 16, 24 props 41,
29 props 40, 33 props 22, 45 props 4. Note that in order to avoid memory fragmentation,
the different object arrays of this example can be allocated to a continuous memory area.
In this case, instead of having different pointers for each position of the second array, we
can keep a single pointer to the start of this memory area and only keep offsets in each
position of the second array.

Our execution models targets multi-threaded environments, where each thread operates
on the common data without any form of inter-thread communication. To achieve this, our
join method resembles an index-based nested loops join (or merge join when possible
- this will be discussed later), such that each thread is assigned a different shard of the
first (leftmost) table in the join, and runs in parallel, by probing the next table to be joined
for each tuple. Given a number of available threads, the first table of a join is virtually
partitioned in an equal number of shards, such that every shard contains about the same
number of tuples. In this way our method operates on left-deep query join trees as shown
in Example 3.

Example 3. Consider a SPARQL query:

SELECT 7x 7y 7z

WHERE {
?x teaches 7z .
?7x worksFor 7y . }

Also suppose that the join order chosen by the optimizer (see Section 5.4.3) is the same
with the order of the triples in the text of the query. This will be translated to a join
Props Msupject=subject PTOPg. If there are two available threads, our algorithm will start con-
currently scanning two different shards of prop,. For each tuple encountered during this
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process, it will probe, using binary search, table propy. This process can be decomposed
into completely independent tasks that start from different shards and operate on read-
only common data, and thus it straightforward to be implemented using threads (as it is our
current execution model and implementation) or separate processes with shared memory.
It is even straightforward to be implemented on different machines using complete data
replication and parallelize the query across machines without any communication.

Note that for the given query, the degree of parallelism depends on the number of different
shards of the first table. For more selective queries a different strategy may be needed as
shown in Example 4.

Example 4. Consider the following query, that contains an extra filter:

SELECT 7x 7z
WHERE {
?x teaches 7z.
?x worksFor Universityl . }

In this case, suppose that the optimizer chooses the inverse join order, as it is reasonable
that the filter will limit the results of the second triple pattern. In this case, table propg
should be scanned first. One first observation is that instead of scanning the whole table,
we can search for tuples where object is equal to 10. To do so it is better to use the replica
that is first ordered by object. After we search propy- for object = 10, we obtain the vector
of subjects that correspond to object = 10 (in our case it is only value 1). Then we start
scanning this vector and probing table prop, using these values. In this way we do not
obtain any level of parallelism for this query, as we start from a specific value of the first
table. Itis easy though to recover the parallelism, if we start scanning concurrently different
shards of the vector that corresponds to object = 10. If the query contains a triple pattern
with variable in the predicate position, then a union over all properties will be needed, but
this is rarely encountered in real world queries[1]. In any case, if the number of distinct
predicates encountered in the dataset is very large, an ID-Predicate index similar to the
one use in [106] can be useful. Also note that the exact number of threads that will be
used is independent of our physical data storage and can be decided on a per query basis
after data loading in memory. In our current implementation (Section 5.5) we choose to
execute each query with the same number of threads (optimally this should be equal to
the number of available processing cores or greater in case hyper-threading is supported
as shown in Section 5.5.2.3), but an extension such that very simple and selective queries
could be executed with fewer resources is possible.

5.3 Query Processing

The approach followed by RDF stores like RDF-3X and TriAD, is to take advantage of initial
sorting of RDF triples, and perform merge joins when possible. Hash join is preferred when
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inputs are not sorted on the join key. On the other hand, the dynamic exchange operator
approach always uses index-based nested loops aiming at low memory consumption and
avoiding blocking operators. Our system uses a combination of these two approaches,
by taking into consideration the following points:

* When both inputs are already sorted on the join key, merge join is preferable over
hash join.

* For main memory systems, index-based nested loops (in our case in the form of
binary searches over the inner table stored as an array) does not exploit data locality
and also it is not amenable to efficient data prefetching due to conditional branching.
Nevertheless, for very selective joins, it may still be faster than merge join.

* For RDF data processing, where the initial triples are sorted in all three subject,
predicate and object columns, even if the whole input is not sorted on the join key of
a subsequent join, large portions of the input can still be sorted as it is demonstrated
in the following example.

Example 5. Consider the following SPARQL query:

SELECT 7x 7y
WHERE {
?x propl 7y .
?xX prop2 7z .
?z prop3 7w . }

If the selected join order is as shown in text of the query, S-O tables will be used for all
properties. As shards of prop1 are scanned, for each thread of execution, prop2 will be
probed for values sorted on ?x, but for the second join, probing prop3 will not in general
be sorted on ?z. Nevertheless, for each distinct ?x, prop3 probing will still be sorted on
?z and if each subject of prop3 is connected to many objects, it may be more efficient to
avoid binary search on prop3 and switch to scanning for each distinct 7.

A single join operator has been implemented in our system, that adaptively during run-time,
for each search key, decides if it will switch to binary search (a behavior similar to index-
based nested loops) or keep scanning the input in the form of sequential search, continuing
from the position that the cursor has been left from a previous search (a behavior similar
to merge join).

5.3.1 Adaptive Join Processing
Given a left-deep join tree produced from the optimizer, each worker starts scanning a

shard of the first relation, or a specific shard of an object/subject vector of the first S-O/O-
S relation in case a filter exists, and searching the subsequent relations for each produced
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tuple. The search procedure is presented in Algorithm 5. The algorithm takes as input a
pointer to current cursor position (cursor_position), which corresponds to the position of
the last accessed element for the array, and decides if it will use binary or sequential
search. The cursor_position is updated each time for both successful and unsuccessful
searches inside the functions Sequential_Search and Binary_Search.

Obtaining an exact cost-model in order to take the correct decision is an involved process
that needs to take into consideration factors such as the exact cache hierarchy, the size
and bandwidth estimation for each cache level for both sequential access (scanning) and
random access, cache line size, the replacement of cache entries from operations other
than the join under consideration (for example subsequent joins of the same query) and
the existence in cache of relevant entries from previous operations (for example scanning
of the same relation in a previous query). Obtaining such cost models for hierarchical
memory systems has been studied in [65], where cost functions are defined for basic
access patterns and then combinations of these functions can be used to derive the cost of
complex compound access patterns. As a prerequisite, specific hardware measurements
should be known, which can be obtained through a separate calibration program that
estimates cache and CPU characteristics.

In our case, decision has to be made during runtime for each produced tuple and each join
of the query. Instead of using an analytical cost model, we opt for a fast and lightweight
method using two assumptions: a uniform distribution of integers in the first array of each
table and that existing cache contents have an impact proportional to the cost of either
binary search or scanning. The second assumption simply denotes that existing cache
contents can improve both methods, but they will not change which the methods is more
efficient in each case. For example, if binary search is preferable with completely empty
cache, it will remain so independently of the cache contents and vice versa. As a result we
base our decision on the difference between the last accessed element and the element
that we are currently searching for. Specifically, we pass as argument to the algorithm
a threshold which is computed during data loading for each table. This threshold takes
into consideration an estimation about the maximum distance of the position of the last
accessed element and the position of the element to be found in the array, in order for
sequential search to be preferable. To switch from distance in the array to the actual
arithmetic distance of the two numbers, we use the uniform distribution assumption, which
leads to an estimation that the difference between an element and its subsequent one
is (array[size — 1] — array|0])/size. Note that in Algorithm 5, if Distance > Threshold
then we could perform binary search using as starting position the position denoted by
CursorPosition instead of 0, and if Distance < —Threshold we could use Cursor Position
as the end position instead of size. In theory this reduces the steps needed from binary
search, but in practice it is not efficient, as always performing binary search on the whole
array leads to the array positions visited during the first steps to frequently occur in cache.

Regarding the determination of the threshold, a calibration process shown in Algorithm 6
is used. This process takes place after data loading, prior to query execution, and tries to
determine a distance (called WindowSize) such that when searching for a value ToFind
in the Array and the position of ToF'ind is at distance WindowSize from the position of
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the last accessed element (Cursor Position), then BinarySearch and SequentialSearch
perform roughly the same. Specifically, the ratio of the larger to the smaller execution
times of these two methods should be smaller than a value close to 1.0 which is spec-
ified in the input of the algorithm (T'hreshold). For each calibration step, each process
is called NoO fSearches times, each time searching for a value whose distance from the
previous one is estimated to be equal to CurrentWindowSize. If the ratio is larger than
the T'hreshold, calibration continues such that the window size is multiplied by this ratio (in
case time spent on binary search is larger) or divided (otherwise). This calibration process
is different from a calibration needed when using an analytical cost model, in the sense
that we directly make an estimation for a value related to processing, instead of estimating
values about several hardware characteristics. Once the calibration process terminates,
we precompute the estimated value distance (corresponding to the position distance that
we obtained) for each property, such that during query execution we only need to perform
one integer subtraction, one absolute value computation and one comparison for each
tuple (lines 2-3 of Algorithm 5).

Algorithm 5: Adaptively switching between binary and sequential search

Search (Array, Value, CursorPosition, Threshold, Size);
Input : Array: an array of integers (subjects of an S-O table or objects of an O-S table), Value:
integer value to find, Cursor Position:pointer to current cursor position, Threshold: integer,
Size: size of array
Output: nonnegative integer corresponding to the position of Value in Array or a negative integer if
Value is not present in the Array
Uses : Binary_Search(Array, Value, CursorPosition, Size), Sequential_Search(Array, Value,
CursorPosition, Size)
Distance := Array|CursorPosition] — Value;
if | Distance| <= Threshold then
‘ return Sequential_Search(Array, Value, CursorPosition, Size);
else
‘ return Binary_Search(Array, Value, CursorPosition, Size);
end

5.3.2 ID-to-Position Index

Our join method takes advantage of initial sorting and performs cache-friendly joins even
when only a partial order of input triples is possible, but when ordering does not help we
must resort to binary search. In this section we describe the structure of an ID-to-Position
index that is used to avoid binary search and directly locate the position of a given integer
on the property array. A separate such ID-to-Position index must be built for each S-O or
O-S table, but its usage is auxiliary, in the sense that our system can operate without all or
some of these indexes. Given an RDF dataset with NV distinct values and a corresponding
dictionary with IDs from 1 to /V, in order to directly locate the position of a given value in a
table, we need to store an integer array of length NV, such that the value at index p denotes
the exact position at the table where it is located the resource whose ID value according
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Algorithm 6: Calibration Process

Calibrate (Array, NoO fSearches,
StartingWindowSize, Threshold);
Input : Array: an array of integers (subjects of an S-O table or objects of an O-S table),

NoO fSearches: number of times to run sequential and binary search in each calibration step,
StartingWindowSize: initial window size used in first step of calibration, T'hreshold: A
threshold ratio to stop calibration

Output: integer corresponding to the window size such that if two values in array are longer apart then

binary search is preferable

NextWindowSize = StartingWindowSize;
AvgGap = (Array|Size — 1] — Array[0])/Size;

do

WindowSize = NextWindowSize;

TotalGap = AvgGap * WindowSize;

PreviousSearchPosition = 0;

StartTime = getTimeN ow();

ToFind = Array|0];

for K + 0to NoOfSearches do

Binary_Search(Array, ToF'ind, 0, & PreviousSearchPosition);
ToFind+ = TotalGap;

end

TimeBinary = getTimeNow() — StartTime;

toFind = Array[0];

PreviousSearchPosition = 0;

StartTime = getTimeN ow();

for k < 0 to noO fSearches do

Sequential_Search(array, toFind, & PreviousSearchPosition);
ToFind+ = TotalGap;

end
TimeScan = getTimeNow() — StartTime;
TimeDif f = |TimeBinary — TimeScan]|;
if TimeBinary > TimeScan then

Fraction = TimeBinary/TimeScan;

NextWindowSize = WindowSize x Fraction,

else
Fraction = TimeScan/TimeBinary;
NextWindowSize = WindowSize/Fraction;

end

while Fraction > Threshold,
return WindowsSize;
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to the dictionary is p, or a special value to denote absence of the specific resource from
the table.

For example, given the property shown in Figure 5.1 and supposing that the maximum
ID contained in the dictionary is 45, we would need an array of integers with length 45,
such that at position 5 of the array we would have the value 0, at position 7 the value 1, at
position 13 the value 2 and so on for positions 18,24, 29, 33 and 45, and all other position of
the array would have a value denoting absence. If we use M-byte integers, then for each
table the memory requirement would be M x N bytes. In order to save space, we use
a different layout on out ID-to-Position index, such that we only use an integer to denote
the position of the property table at specific intervals, and for all other positions we use a
bit value to simply denote presence or absence of value from the property table. Finding
the exact position for a value requires reading the previous integer and then counting bits
set to 1 up to the position of the ID-to-Position Index corresponding to the value. For
example, if we choose the interval to be equal to 8, then our index will store the integer
—1 at start, followed by bit values 0,0,0,0,1,0,1,0, then integer value 1 and bit values
0,0,0,0,1,0,0,0, then integer value 2 and bit values 0,1,0,0,0,0,0, 1, then integer value
4 and bit values 0,0,0,0, 1,0, 0,0, then integer value 5 and bit values 1,0,0,0,0,0,0,0 and
finally integer value 6 and bit values 0,0, 0,0, 1. If we want to find the position of value 29
at the property we can directly check bit at position ((29 + 8) + 1) x M * 8 + 29. If bit is not
set, then value is not present in property table. If bitis set we read integer value that starts
at bit position (29 + 8) x M * 8 + (29 = 8) * 8 at the array and we add to this the number of
bits that are set after this number for 29 mod 8 positions. With this layout, given an interval
Aweonly need N/8+ ((N/A) = M) bytes. Also, given that the integer and the number of
bits followed up to the next integer fit into a single cache line (with proper alignment of the
index in the memory), we only need one memory access and some computation that can
be done efficiently as a popcount operation in order to determine the position.

As an example, using the dataset LUBM 10240 described in Section 5.5, which contains
about 1.4 billion triples, 17 distinct properties and about 336 million distinct resources,
using 4-byte integers and choosing the interval to be 480 we only need 44.8 MB for each
property, leading to a total memory usage of about 1.5 GB if we choose to create all pos-
sible indexes for S-O and O-S tables, in contrast to a memory requirement of 45.7 GB if
we had used the simple layout.

Regarding modification of the join processing in case the ID-to-Position index is used, the
only change that needs to be addressed is a different threshold resulted from calibration
process. Specifically, since we anticipate that using the index will have better behavior in
comparison with binary search, we need to estimate two different thresholds with regards
as to when sequential search is preferable, with the threshold when ID-to-Position index
is used being smaller than the threshold when binary search is used.

115 D. Bilidas



Database Techniques for Ontology-based Data Access

5.4 Query Execution Over Ontological Hierarchies

We begin this section by describing the system design and general architecture of our ap-
proach which is based on [82]. Essentially, it modifies the mentioned system by removing
the external RDBMS that stores RDF data with the semantic index schema, and replac-
ing it with an extension of PARJ, able to provide access to virtually complete ontological
hierarchies in an efficient manner.

5.4.1 System Design

Three main reasons for the presence of long, and as a result highly inefficient, rewritings
have been specified in [82]: i) subqueries with existentially quantified variables, ii) large
ontological hierarchies and iii) multiple mappings for each ontology term. The last reason
is usually relevant when arbitrary relational schemas are used as the target storage. In
our case, where we have a specialized triple store as a back-end, a single trivial mapping
has to be created for each predicate, with the exception of the rdf:type property, where
a separate mapping has to be created for each distinct object, but this does not create
problems as we will see later. Regarding the first reason, it is observed that exponential
number of rewritings due to existential quantification seems to be rarely observed in real
world ontologies and queries, leaving the second reason to be the most commonly en-
countered, as it is demonstrated in the following example. Consider the following OWL
statements:

AssistantProfessor rdfs:subClass0f Professor
FullProfessor rdfs:subClass0f Professor

teaches rdfs:domain Professor

hasBScDegreeFrom rdfs:subProperty0f degreeFrom
hasMScDegreeFrom rdfs:subProperty0f degreeFrom
hasDoctoralDegreeFrom rdfs:subProperty0f degreeFrom
FullProfessor rdf:subClassOf _R1

_R1 owl:onProperty hasDoctoralDegreeFrom

_R1 owl:someValuesFrom University

The first (resp. second) OWL statement declares that if an individual is an assistant pro-
fessor (resp. full professor), then he is a professor. The third statement declares that if an
individual teaches something, then he is a professor. The next three statements declare
that if an individual has a Bsc, Msc or doctoral degree from a given entity, then this indi-
vidual has (in general) a degree from this entity. Finally, the last three statements encode
the knowledge that if an individual is a full professor, then there exists a university such
that this individual has a doctoral degree from this university. In DL parlance this is de-
noted as: FullProfessor T 3hasDoctoral Degree.University. The first three statements
correspond to three axioms defining a class hierarchy, the next three statements corre-
spond to three axioms defining a property hierarchy, whereas the last three statements
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correspond to an axiom involving existential quantifier. Following [82], the main observa-
tion upon which we base the architecture of our approach is that if the underlying data are
(virtually or actually) complete with respect to class and property hierarchies, then during
query rewriting all ontology axioms related to these hierarchies (in our example the first six
statements) can be ignored, and we can use any rewriting method (tree-witness rewriting
[52] is used in our case) for OWL2 QL ontologies to perform query rewriting with respect to
the remaining axioms. Then, the produced rewriting is transformed to the query language
of the underlying query execution engine using R2RML " mappings.

As Ontop is designed to work with R2ZRML mappings to an external relational database, we
provide to it an abstraction of PARJ consisting of relational tables according to the vertical
partitioning schema as presented in Section 5.2. In other words, we present each property
as a relational table with two columns (subject and object) and provide SQL mappings
over these tables, whereas in reality the underlying storage schema is the one described
in Section 5.2. During system startup we automatically create the following mappings,
without any manual user intervention, based on the data stored in PARJ:

» For each distinct property P defined in the ontology we add the mapping
P(z,y) +

SELECT dl.value as x, d2.value as y
FROM propl, dictionary dl, dictionary d2
WHERE propl.subject=dl.id and
propl.object=d2.1id

where propl is the table corresponding to property P

* For each distinct named class C' in the ontology we add the mapping
C(x) +

SELECT d.value as x
FROM propT, dictionary d
WHERE propT.object=N and
propT.subject=T.1id

where propT is the table corresponding to the rdf : type property and N is the integer
value that corresponds to class C. During startup we prefetch these values for all
the named classes of the ontology.

In the abstraction of the PARJ schema that it is provided to Ontop, there is no distinction
between the S-O and O-S table replicas. The exact access methods will be decided
internally by PARJ after the final rewriting has been produced. Also, as the id column of the
dictionary table is unique, it can be considered a primary key, with both columns subject

'https://www.w3.org/TR/r2rml/
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Professor(x) < SELECT subject as x
FROM PropT where object=t1
/*tl corresponds to Professorx*/
Professor (x) < SELECT subject as x
FROM PropT where object=t2
/*t2 corresponds to FullProfessorx*/
Professor(x) < SELECT subject as x
FROM PropT where object=t3
/*t3 corresponds to AssistantProfessor*/
Professor(x) < SELECT DISTINCT subject as x
FROM PropN
/*table PropN corresponds to property teachesx/

Figure 5.2: 7T-Mappings entry for class Professor

and object of all property tables to be foreign key referencing this primary key. As a result,
when joining subject or object values obtained from different mappings in a query, joins can
be performed directly on IDs instead of URIs, and only use the dictionary tables for lookups
on the IDs that exist in the SELECT clause of the final query. For ease of presentation, in
what follows we omit explicit references to the dictionary table. After these initial mappings
have been declared, Ontop compiles knowledge about ontological hierarchies into the
mappings in order to obtain the so-called 7-Mappings. Given the ontological axioms from
the previous example, for the class Professor three extra mappings will be added to the 7-
Mappings, one containing as body the SQL query corresponding to the initial mapping for
Assistant Professor, one for the class Full Professor and one for the property T'eaches,
leading to four mappings in total, including the initial mapping for class Professor, as
shown in Figure 5.2. Essentially, in order to obtain all professors from the data according
to the property hierarchy, one should take the union of the four SQL queries in the body of
the mappings (including duplicate elimination in the final result). In this case, for the first
three mappings, two OR conditions could be introduced in the W H ERFE clause, instead
of union.

5.4.2 Union Wrappers for Ontology Hierarchies

As an end-to-end example regarding query rewriting, consider the following query from
Example 6 over the ontology, asking for individuals = that work for an entity «» and these
individuals are professors and have a degree from the same entity u:

Example 6. Consider the following query, that contains an extra filter:

SELECT 7x 7u

WHERE {

?x worksFor 7u.

?x rdf:type Professor .
?x degreeFrom 7u. }
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First, the query will be rewritten with respect to axioms not involving hierarchies. In our
case the result of this process will be the query unchanged, as the relevant axiom invovling
existential quantifier is not applicable. Then, the query will be unfolded with respect to the
T-Mappings. One way to obtain the final query is to perform the union of each query atom
first, and then perform the joins on these intermediate results. On the other hand, one
could choose to flatten the queries by pushing the joins inside the unions. In our example,
with four mappings for Professor, four mappings for degreeFrom and one mapping for
worksFor, this would result to a union of 16 queries. Finally one could follow a hybrid
approach, based on some cost estimation. When a relational back-end stores the data,
all these approaches can be highly inneficient. In the first case, a separate union with du-
plicate elimination should be performed for each atom with more than one mapping, and
temporary results should be created and possibly indexed in order to perform subsequent
joins efficiently. On the other hand, in the second approach the number of subqueries
can be very large, with common tasks (for example a table scan) performed many times.
Furthermore, duplicate answers coming from different subqueries lead to redundant pro-
cessing and also a duplicate elimination must be performed to the final result. Having
PARJ as the back-end, we chose to follow the first approach, having implemented a vir-
tual union wrapper operator that eliminates the mentioned disadvantages, and at the same
time it keeps the advantages of the standard PARJ design. Specifically out approach: i)
performs pipelined union along with duplicate elimination ii) uses the original index (sort
order) and adaptively decides for the access method iii) provides results in sorted order
for subsequent operators as much as possible and iv) can be parallelized efficiently.

The main idea is to create a union wrapper for each class or property hierarchy encoun-
tered in a query. This wrapper acts as a virtual table that contains the complete answers
for the given predicate. As an example, the union wrapper for the query atom Professor
is shown in Figure 5.3. This wrapper, as all wrappers that correspond to a class hierar-
chy, defines a virtual table with only one column and it provides two operations: i) scan
the virtual table and return an iterator with the ordered distinct values that it contains and
ii) search for a specific integer value and return it if it is contained in the virtual table,
otherwise return an empty answer. The first operation is used when the union wrapper
is the leftmost table in query execution according to the join order, whereas the second
operation is used in all other cases. In our example the union wrapper contains four input
vectors: the subject vectors of the O-S replica of the rdf:type property for the objects that
correspond to values Professor, AssistantProfessor and FullProfessor and the subjects
for the S-O replica of property teaches. We use the S-O replica of teaches that contains
the distinct subjects, as Professor is defined to be the domain of the teaches property. If it
was the range of the property, the distinct objects array of the O-S replica would be used
instead. During scan, all input vectors are scanned, and current value for each one is sent
to a min heap implemented with a priority queue, that sorts them and outputs the minimum
value. Only the first time a value is encountered it is sent to output, in order to have distinct
results. When the minimum value of the min heap is being sent to output (or discarded)
the input vector that provided that value sends the next one. In the case of search, all
input vectors are searched using the adaptive search algorithm from the previous section.
Search stops as soon as the value is found to at least one of the input vectors and the
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given value is sent to output terminating the operation. In case of search, an alternative
can be more efficient depending on the number of input vectors that correspond in the
rdf:type property. For the specific example, the first three vectors can be replaced by the
object vector of the S-O replica of the rdf:type property for the subject that corresponds
to the value we are searching for and perform set intersection between this vector and
a vector containing the values corresponding to Professor, AssistantProfessor and Full-
Professor. This way we can avoid three different searches and only perform one search
in the form of merge join (assuming that we first sort these three values) that terminates
upon outputting the first result.

In case of the union wrappers for property hierarchies, such as the degreeFrom, the virtual
table contains two columns and are three different operations: i)scan the whole table and
provide an ouptut sorted on both columns, ii)search for a specific value in the first column
and provide the output corresponding to this value sorted on the second column and iii)
search for a specific pair of values. In the first case, we use a min heap with two input
values sorting output to both, in the second case we search the input tables for the specific
value in the first column and we use a min heap with one value, and in the last case we
search the input tables for both values and stop the operation upon finding the first such
result.

Regarding intra-query parallelism, incorporating the union wrappers does not require mod-
ifications to the approach described in Section 5.2, with the exception of scanning a union
wrapper table in case it is the leftmost table according to join order. In this case, special
effort is needed in order to ensure that the same values residing in different input tables
will be produced from the same thread, so that duplicate elimination in the min heap will
work properly, otherwise duplicate answers may be present in results of different threads.
As a solution, we modify the way we assign a different portion of the first array of each
input table to each thread. Instead of using positions in the array, we assign specific value
intervals in each thread, based on the minimum and maximum values encountered in all
input tables.

5.4.3 Join Ordering and Selectivity Estimation

As in RDF-3X and TriAD, we employ a bottom-up dynamic programming optimizer. As the
level of parallelism during execution is determined by the number of threads, we assume
that the benefit of each possible join order from parallelism will be a fixed proportion of its
centralized cost, that is the execution cost if we consider that each property is consisting of
a single shard. As a result of this assumption, we disregard parallelism during optimization.
During cost estimation, we assume that a specific choice will be followed for all tuples of a
join, either binary search or scanning. The latter will only take place when the join inputs
are already fully sorted and it is estimated to be cheaper than binary search. Adaptivity
during execution is expected to give a cost equal or lower to this estimation. For each
property of a specific join order we choose to use the replica that leads to more efficient
search. When we search for a specific subject or object, the choice is straightforward.
When we are searching for both values, we use the replica that searches for ordered
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Figure 5.3: Union Wrapper for Class Professor

values according to the previous join. When we scan a table (leftmost table in the join
order) we use the replica tha provides values sorted for the subsequent join. In union
wrappers for property hierarchies, for some of the input tables we should use the S-O
replicas and for others the O-S replicas. This decision is defined by the combination of
two factors. First, whether we search for the subject or object of the given property and
second, if the inverse of a subproperty is used in the definition of the hierarchy.

Regarding selectivity estimation, in order to estimate the sizes of intermediate results we
use equi-depth histograms for each property. Such histograms are also built for the union
wrappers, based on information about the hierarchies that can be found in the ontology.
The reason for this is that the exact size of tuples in a union wrapper can be very difficult
to estimate, as the common tuples in the different input tables that introduce duplicate
results are discarded. Consequently, the final size can vary significantly and this can lead
to very poor execution plans. In the two extremes, the final result size can be the sum
of all input tables (no duplicates at all), or can be equal to the size of the larger input
table. For this reason we take a sample and estimate the number of distinct tuples that
will be produced from each union wrapper. These histograms are built after the initial
data loading, and similar to the analyze command in RDBMSs they do not need to be
recomputed, unless the underlying data are subject to significant change. As it is known
that often estimates based on such histograms may not be accurate especially in the case
of RDF data [70], we precompute some cardinalities between pairs of properties during
data loading and use these as a corrective step. Specifically, for each pair of properties
prop; and prop; we compute the cardinality of prop; ><supject=subject PrOD;j, Prop; ™Msupject=object
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Prop;, prop; Mobject=subject PTop; AN prop; Mopject=object Prop;. All these computations can
be done in parallel and also, using our storage schema, we do not need to access the
second array of storage at all, as we only need the number of objects for joins on subjects
and the number of subjects for joins on objects. We plan to implement more elaborate
techniques for cardinality estimation in the future, like for example estimations based on
characteristic sets [69] or RDF data summaries [97].

5.5 Experiments

In this section we present an experimental evaluation of our approach. One first objective
is to compare both versions our system (PARJ and PARJ-Ontop) with other centralized and
distributed state of the art systems of similar functionality, in terms of query execution time.
Furthermore, we aim to investigate the scalability of PARJ by performing experiments with
varying number of datasets and threads, and also examine the effect of the ID-to-Position
index during query execution. Finally, we want to empirically evaluate the effect of the
adaptive query processing method in comparison with standard binary and sequential
search

In-memory data storage and query processing for PARJ have been implemented in C as an
extension of a SQLite, which is used as disk-based storage. Disk-based tables are created
and saved during data import from RDF files. On application start-up the in-memory data
structures are created reading from the tables. The dictionary can either be loaded in
memory or kept in disk where for IRI-to-ID transformation (during query optimization) a
clustered B+ tree on IRl is used and for ID-to-IRI transformation (during IRl construction
of answer tuples) a clustered B+ tree on id. PARJ is called through a wrapper written in
Java, where also query parsing and optimization is implemented.

All experiments were conducted on a 16-core server with Intel E5-4603 processors at 2.20
GHz and 128 GB RAM running Debian 8. We used the popular Lehigh University Bench-
mark (LUBM) [38] and Waterloo SPARQL Diversity Test Suite (WatDiv) [6] benchmarks,
as well as the real-world YAGO dataset [40] which contains data from Wikipedia, WordNet
and GeoNames. Our implementation of PARJ is publicly available and open-source, and
all material required to reproduce the experiments is available online 2.

5.5.1 Setup

We have carried out experiments with both the stand-alone version of PARJ, which is
not capable of reasoning, and also with our PARJ-Ontop implementation which is able
to perform OWL2-QL query answering. Results for the latter version are presented in
section 5.5.2.4. Regarding the stand-alone version, we compare PARJ to other systems
that do not support OWL2-QL reasoning in two sets of experiments: in the first one we
test the efficiency of our approach in the single-thread setting. In this setup we use as

2https://github.com/dbilid/experiments
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competitors the in-memory RDF store RDFox (SVN version: 2776) and also RDF-3X [70]
(version 0.3.8) for comparison with a state of the art disk-based system. The second setup
is about multi-threaded execution. In the second setup we use as competitor the TriAD
system which in [39] it is shown to outperform all competitors in the centralized parallel
setting. We have used the optimized build for TriAD, as it is suggested in the installation
manual.

Due to a hard-coded limit in the TriAD source code, we could not execute queries us-
ing more than 20 workers®. Note that in PARJ, each worker corresponds exactly to one
thread, so given that hyper-threading is enabled, we found that the optimal performance
was achieved when we used two threads for each processing core, resulting in 32 worker-
s/threads in our testing machine. More details regarding the behavior of PARJ for different
number of threads are given in Section 5.5.2.3. For TriAD it was not clear which number
of workers should be the optimal, as this could be query depended. This is also the rea-
son that we do not use TriAD in the single-thread setting. To have a better image and
find the optimal setup, we executed TriAD with different number of workers, and we also
modified the hard-coded limit and tried with up to 32 workers. For most queries, TriAD
performance is degrading for more than 20 workers. From our testing we found that the
overall best performance was achieved for 16 workers and this is the setup we used for
TriAD in our experiments. Also, we present results for both TriAD settings: with summary
mode enabled and disabled. For summary mode, we used the same number of partitions
used in [39]: 200K for LUBM 10240 and 70K for WatDiv 1000.

Regarding result handling, as our intention is to concentrate in join processing, all systems
were tested in the so called "silent” mode, that is we do not include the time for dictionary
lookups and result tuple construction. In multi threaded execution this also means that
we do not measure the time to aggregate the results together. Each query was executed
10 times and the average execution time is shown. We have deployed RDF-3X using
an in-memory filesystem and as a result there is no need to report cold and warm cache
times.

5.5.2 Results

We present results for scale 10240 of the LUBM benchmark in Table 5.2 (about 1.4 billion
triples), for YAGO2 in Table 5.3 and for scale 1000 of the WatDiv benchmark (about 110
million triples). For WatDiv we used both basic test workload (Table 5.4) and incremental
linear and mixed linear extensions of basic workload (Table 5.5). For WatDiv we gener-
ated all the queries proposed in the workloads. For LUBM we used the seven queries
commonly used to test systems that do not perform reasoning tasks, which can be found
in [107], and are labeled LUBM1-LUBM7, and we also used three extra queries from [78]
(LUBMS8-LUBM10). A timeout of 30 minutes was used for all queries. For YAGO2 we
used the same raw data (about 285 million triples) and queries as in [2].

Regarding single thread execution, we first observe that RDFox is comparable to PARJ

3This was verified with the TriAD implementors
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for some queries, but for other queries, especially for queries from the WatDiv incremen-
tal and mixed linear extensions, is highly inefficient. This confirms that this system is not
optimized for query answering, but instead, it aims at efficient parallel materialization of
RDF implications. Regarding RDF-3X, we can see that it performs more than one or-
der of magnitude slower from PARJ for most queries. The reason is that despite the fact
that it is deployed in an in-memory filesystem, its processing is oriented towards optimiz-
ing disk access, as it is not aware that it operates in memory. For example, it uses B+
trees to minimize the number of disk pages needed, it skips records with its sideways-
information passing optimization only when it reads a new disk-page into memory, it uses
compression on a per page basis and also its cost estimation is based on disk access.
Nevertheless, there are some queries, for example queries in the ML-2 set or LUBMS,
where RDF-3X outperforms the single-threaded PARJ execution. These are queries with
large intermediate results, but only few final answers, where the record skipping using
sideways information passing in RDF-3X results in substantial gains.

Regarding multi-thread execution we can see that for most queries the summary mode
of TriAD is inferior to the simple mode, sometimes by a large margin. For example, for
query LUBM 3 in Table 5.2 the execution time increases from 2 seconds to more than 15
seconds. For the specific query we saw that execution over the summary graph takes up
most of the execution time. In any case, the results show that for parallel execution on a
centralized environment the pruning from the graph summaries does not contribute to an
important improvement which can justify the overhead of graph partitioning.

A comparison of PARJ with the best TriAD mode shows that we outperform TriAD by
more than an order of magnitude for the average execution time of the LUBM 10240
queries: from 838 milliseconds for PARJ to 13263 for TriAD (Table 5.2). For basic WatDiv
testing (Table 5.4), though TriAD performs slightly better for simple queries, PARJ performs
better overall with a total average execution time of 11.27 ms (geomean: 7.76) whereas
TriAD has a total average execution time of 13.95 (geomean: 6.8). For the more complex
queries of WatDiv extended workloads (Table 5.5) PARJ clearly outperforms TriAD. For
some queries the difference is more than two orders of magnitude. As an example, for
query ML1-7 the time increases from 7 ms to 2154. The specific query contains a series of
subject-object joins, which leads TriAD to perform blocking data transfers between workers
and rehashing over large intermediate results, though the final result is relatively small.

Regarding the difference between the silent mode and the full result handling, we have
executed all queries with full result handling (except from printing) in PARJ. That is we
include answer tuple construction, dictionary lookups and sending all results to the coor-
dinating thread. We do not include these results, as we saw that for most queries, usually
with results up to a few thousand tuples, the difference is not important, but for queries
with many million results the difference can be significant. This can be seen especially
for query 2 from the LUBM benchmark (about 10M results) where execution time in multi
threaded execution increases from 151 milliseconds in silent mode to 610 milliseconds in
full result handling. The same holds for queries C3 (about 4.3M results) and IL-3-5 to IL-
3-10 from WatDiv which have more than 50M results. Query IL-3-8 has by far the largest
number of results (about 1.6 billion tuples with 9 columns). This is the reason that TriAD
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Single Thread Multi-Thread
PARJ | RDFox | RDF-3X | PARJ-32 | TriAD | TriAD-SG 200K
LUBM1 15369 | 96677 | 1329510 | 800 4188 | 4467
LUBM2 2437 | 40368 | 21870 151 965 1101
LUBM3 5338 | 136554 | 23179 605 2004 | 15243
LUBM4 5 1 8 10 12 5
LUBM5 1 1 6 4 2 2
LUBMG6 3 3 190 5 95 5
LUBM7 9213 | 31180 | 68769 473 13400 | 14125
LUBMS8 9899 | 44144 | 6485 1336 2838 | 3906
LUBM9 58082 | 187192 | 208839 4014 42932 | 32982
LUBM10 | 14606 | 26690 | 51235 982 65925 | 41510
Avg 11495 | 56281 171009 838 13263 | 11334
Geomean | 864 2536 5581 180 1071 881
Table 5.2: Results for LUBM 10240 (times in ms)
Single Thread Multi-Thread
PARJ | RDFox | RDF-3X | PARJ-32 | TriAD | TriAD-SG 200K
Y1 9 56 102 11 12 8
Y2 11 2390 380528 | 13 830 1381
Y3 165 1409 2915 20 280 137
Y4 5 20 110 10 9 3
Avg 48 969 95914 14 283 382
Geomean | 17 248 1878 13 71 46

Table 5.3: Results for YAGO2 (times in ms)

runs out of memory for the specific query, since even in silent mode, each worker keeps
in memory all the results instead of using an iterator to send the results to the master (or
discard the results in silent mode) as they are produced, as it is the approach used by
PARJ. Execution times for the full result handling mode of PARJ are included in the online
material to reproduce experiments.

5.5.2.1 Effect of Runtime Join Optimization

In order to examine the effect of our adaptive join method, we have executed the queries of
both datasets using four different strategies as shown in Table 5.6. For WatDiv benchmark
we only report the average and geometric mean of all execution times. In the first (Binary)
column we report the execution times when we always use binary search. In the second
column (AdBinary) we use our adaptive join method in order to switch from binary to se-
quential search. In third column (Index) we always use the ID-to-Position index, whereas
in the last column (AdIndex) we use the adaptive join method in order to switch from ID-to-
position index to sequential search. One can observe that the impact of the adaptive join
method is more important when binary search is employed (comparison of first and sec-
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Single Thread Multi-Thread
PARJ | RDFox | RDF-3X | PARJ-32 | TriAD | TriAD-SG 200K

L1 5 5 40 10 3 5
L2 8 43 30 5 5 6
L3 2 244 13 4 2 3
L4 3 7 19 4 2 8
L5 9 57 40 6 3 46
Avg 5 71 28 6 3 14
Geomean | 5 29 26 5 3 8
S1 49 1209 18 47 34 116
S2 3 284 27 3 4 17
S3 4 17 7 3 2 18
S4 4 153 10 5 5 29
S5 4 1 14 4 4 20
S6 1 5 8 5 2 3
S7 1 695 7 5 2 3
Avg 9 338 13 10 8 29
Geomean | 4 61" 12 6 4 15
F1 5 24 15 6 5 19
F2 12 153 27 10 37 13
F3 3 59 73 9 29 74
F4 56 249 83 19 9 66
F5 3 10 108 7 40 58
Avg 16 99 61 10 24 46
Geomean | 8 56 48 9 18 37
C1 21 50 140 12 39 598
Cc2 76 178 441 16 40 1574
C3 266 4810 127 45 43" 527"
Avg 121 1679 236 24 417 900~
Geomean | 75 350 199 21 417 | 7927

" RDFox returns an empty result-set for query S5, whereas the correct
answer is not empty.
“ TriAD returns only distinct answers for query C3, even though modifier
DISTINCT is not present in the SPARQL query. The number of results
returned is only 8162 instead of 4335801.
Table 5.4: Results for WatDiv Basic Workload scale 1000 (times in ms)
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Single Thread Multi-Thread

PARJ | RDFox RDF-3X | PARJ-32 | TriAD TriAD-SG 200K
IL-15 3 27617 1339 5 584 5082
IL-16 4 204898 | 1832 4 1482 11814
IL-17 8 669099 | 1272 7 1862 14950
IL-18 3 700199 | 1633 5 1615 21238
IL-19 26 728518 | 1396 11 630 23844
IL-1 10 29 734363 | 1923 9 618 25752
Avg 12 510782 | 1566 7 1132 17113
Geomean | 8 335194 | 1546 6 1002 15068
IL-2 5 2 6574 1525 6 476 5340
IL-2 6 5 62149 2046 4 952 11156
IL-27 2 78211 1794 3 344 58749
IL-28 4 80453 1865 16 1148 62448
IL-29 9 86995 1998 6 1062 67045
IL-2 10 4 87872 1867 5 1093 70658
Avg 4 67042 1849 7 846 45899
Geomean | 4 51948 1841 6 770 31807
IL-35 13259 | 187101 542948 | 1494 11195 17093
IL-36 58379 | 397964 | 357310 | 7070 13603 25492
IL-37 23208 | 342533 | Timeout | 1192 1809 23492
IL-38 71918 | 1214564 | Timeout | 4903 Out Of Memory | Out Of Memory
IL-39 26437 | 966919 | Timeout | 2082 7182 39462
IL-3 10 41867 | 951513 | 175247 | 1882 8118 46593
Avg 39178 | 676766 3104
Geomean | 33565 | 552681 2496
ML-1 5 2 11481 163 2 56 374
ML-1 6 2 2 83 2 33 1152
ML-17 1 1 728 7 2154 4646
ML-1 8 2 1 824 4 103 2018
ML-19 5 98058 994 4 198 11766
ML-1 10 4 14111 1482 3 930 9841
Avg 3 20609 712 4 579 4966
Geomean | 2 178 478 3 206 2786
ML-2 5 3175 | 1136335 | 936 201 413 1849
ML-2 6 2 12182 166 5 92 1041
ML-2 7 121 27151 678 15 296 895
ML-2 8 69 818424 | 2863 19 1996 24500
ML-2 9 4335 | 919541 282 259 330 1587
ML-2 10 52 849283 | 1952 9 728 32449
Avg 1292 | 627153 | 1146 85 643 10387
Geomean | 151 249327 | 741 30 419 3599

Table 5.5: Results for WatDiv Incremental and Mixed Linear Workloads scale 1000 (times in ms)
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Query Binary AdBinary Index Adindex
LUBM1 22186 15454 16557 15369
LUBM2 2877 2443 2535 2437
LUBM3 6562 5491 6415 5338
LUBM4 5 7 7 5
LUBM5 1 1 1 1
LUBM6 2 2 2 3
LUBM7 12246 11866 9197 9213
LUBMS8 15725 9782 10420 9899
LUBM9 77468 63586 58171 58082
LUBM10 22359 14892 16217 14606
Avg 15943 12352 11952 11495
Geomean 1034 892 898 864
Watdiv1000 Avg 8439 8003 5013 4869
WatDiv 1000 Geomean 33 28 25 23

Table 5.6: Impact of Adaptive Processing for LUBM 10240 and WatDiv 1000 (times in ms) for 1 thread

ond column), whereas when the ID-to-Position index is used (comparison between third
and fourth column) its contribution to better performance is smaller. This is in line with the
result of our calibration method, where when binary search is used, the result threshold
is about 200 positions, whereas when ID-to-Position index is used the threshold is about
20 positions. Also, it seems that the impact is more important for LUBM queries, where
in case of binary search it leads to a decrease of 23% in average execution time. The
reason for that is that the average execution time for WatDiv queries is heavily affected by
the IL-3 queries, where the impact of the adaptive method is not important, as sequential
search can rarely be used in these queries. This is also the reason for the great reduction
in average execution time of WatDiv queries when the |D-to-Position index is used, as the
aforementioned queries are greatly profit from the index.

5.5.2.2 Effect of ID-to-Position Index

We now proceed to describe the evaluation of our ID-to-Position Index compared to stan-
dard binary search using the LUBM 10240 dataset in the single-thread setting. Table 5.7
shows the number of binary searches and the number of sequential searches which were
performed using the decision of our adaptive join method, using a threshold of about 200
computed with our calibration algorithm. The fact that sequential searches heavily out-
number binary searches provides a strong indication that ordering is present in the RDF
dataset. In order to compare our index with binary search, we kept the threshold the same
as computed in the case of binary search, and executed the queries by performing our
index based lookup instead of binary search, measuring the exact number of total execu-
tion cycles used in the index lookup or binary search procedure each time, as well as the
cache misses for each cache level. If we exclude queries no 1 and 3-6, as they nearly
perform only sequential searches, we can see that our ID-to-Position index results in more
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Query |#Binary |#Sequential Binary Search ID-to-Position Index
Cycles|L1M [L2M |L3M [Cycles [L1M |[L2M |L3 M
LUBM1 |1 107525748 (2236 |130 |49 9 3135 [102 43 8
LUBM2 |204795 (10854018 |502M |26.7M|10.8M|3.5M |355M |18.3M [4.4M |543K
LUBM3 |1 33169741 |2401 |140 |50 8 4175 |139 42 3
LUBM4 |4 68 38745 |666 (368 |235 16862 |469 182 34
LUBM5 |1 10 2423 |94 29 0 2395 162 83 5
LUBM6 |1 570 2033 [106 |26 0 2003 |130 48 0
LUBM7 |2257238(28768005 |2.95B |254M |80.1M(2.30M|2.12B |211M |58.9M [1.08M
LUBMS8 |8645 84755793 |17.4M |1.20M|682K [84.1K|11.2M |841K |351K |21.7K
LUBM9 |409590 (351307982 |1.06B |53.6M|19.7M|2.92M|655.7M|39.1M [11.18M|639.7K
LUBM10|558279 (116015419 |1.22B |66.7M|24.2M|2.98M|798.2M|50.76M [12.7M |634.3K

Table 5.7: Number of binary searches and sequential searches for LUBM10240 chosen by out adap-
tive join method and comparison of binary search with ID-to-Position index with respect to total
execution cycles and L1, L2 and L3 cache misses

than 30% decrease in total execution cycles and similar or larger decrease in the number
of cache misses for all levels of cache hierarchy.

5.5.2.3 Scalability

In this section we experimentally show the scalability of PARJ with regard to a varying
number of threads and varying dataset size. As far as the first issue is concerned, we
can already observe from Section 5.5.2 and specifically from Tables 5.2, 5.4 and 5.5, that
running PARJ in multi threaded mode with 32 threads performs on average about 15 times
better than the single thread version, but for the simple queries, when execution time is less
than few tens milliseconds, multi-threaded execution does not seem to provide important
gains. There are two reasons for that. The first one is the overhead of spawning multiple
threads and the second is that query parsing and optimization take up a large fragment of
the total execution time, which cannot be avoided in multi-threaded execution. The best
example of this is query S1 from WatDiv benchmark which is a star join query with 9 triple
patterns and more than 40 milliseconds of the reported time of 49 milliseconds is spent
on producing the join order in the optimizer.

In order to better examine the behavior of PARJ for a varying number of threads we have
executed the queries from LUBM benchmark for scale 10240 with 1, 2, 4, 8 and 16 threads
as shown in Figure 5.5. We exclude from this presentation simple and very selective
queries L4, L5 and L6 that do not appear to improve from parallelism, since already in the
single-threaded execution their execution time is only a few milliseconds, much of which
is due to query parsing and optimization. On the other hand, complex queries L1, L3,
and L7-L10, and also the simple but not selective query L2 show large and nearly linear
improvement. The reason that we do not show results beyond 16 threads in Figure 5.5
has to do with the capabilities of our testing machine, which has exactly 16 processing
cores. As stated before, best results were obtained with 32 threads as hyper-threading
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Figure 5.4: LUBM 32 threads execution times in ms for different dataset sizes

was enabled, but improvement from 16 to 32 threads cannot be evaluated and interpreted
reliably for the specific scalability experiment, as here we aim to examine the behavior of
PARJ for a varying number of threads given that the underlying hardware can provide full
processing resources to each thread.

We have also examined the scalability of our system for a varying dataset size. Findings in
Figure 5.4 show a similar situation for a varying number of universities up to 20480 (about
2.83 billion triples) in the execution with 32 threads, confirming the excellent scalability of
PARJ.

5.5.2.4 Results for Query Execution over OWL2 QL Ontologies

In this section we provide experimental comparison of our approach for query execution
over OWL2 QL ontologies with other state of the art methods. We use the name PARJo,.10,
for our prototype as described in Section 5.4. As in the stand-alone version of PARJ, this
implementation is publicly available . As main competitors we have used the semantic
index mode of Ontop with PostgreSQL 10 as backend and a commercial RDF store provid-
ing support for OWL2 QL query answering via query rewriting, which we will call system A,
as due to its license we cannot reveal its real name when providing experimental results.
System A is a disk-based system, but for the experiments we have deployed its database

4https://github.com/dbilid/PARJ-Ontop
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Figure 5.5: LUBM 10240 execution times in ms for different number of threads

in an in-memory filesystem. We have also tried to use a second commercial system which
is based mainly on materialization, but for the dataset used in our experiments data load-
ing was not completed even after 8 days. For the semantic index experiments we have
used an older version of Ontop (1.12), as in latest versions the semantic index mode is
not maintained. The dataset used in the experiments is from the LUBM3, benchmark [63]
for scale of 1000 universities and with incompleteness ratio 5%, which contains about 147
million triples and the raw data size in NTriples format is 25.5 GB. The queries are the
same used in [82]. In contrast with the experiments described in previous sections, here,
for all the systems, we include in the results the time needed to perform dictionary lookups
and tuple construction. The reason is that we could not modify System A so as to exclude
these features. Results are presented in Table 5.8. PARJo,..,, Was the only system that
successfully executed all queries in a 30 minutes time limit per query, as q1 was timed out
for semantic index, and g5 returned an error in System A. For the rest of the queries, even
the single thread version of PARJ is on average about an order of magnitude faster than
the other two systems. Regarding the overhead of union wrappers, we have executed
all the queries with the hierachies materialized in PARJ, in order to estimate the impact
they have on query execution. The average execution time for single thread execution
decreased from 15554 milliseconds to 13790, with the overhead being less than 13%,
even though all queries involved union wrappers of large hierarchies, some of them, like
g7, with up to six different union wrappers involved in the same query.
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PARJ-1 | PARJ-32 | SI-PostgreSQL | SystemA
ql | 197997 | 10619 TIMEOUT 673268
q2 | 3977 251 32477 2610
q3 | 2369 190 59530 15803
g4 | 3890 482 2749 47029
g5 | 4828 459 60490 ERROR
g6 | 5 11 25318 240
q7 | 467 70 19413 8730
q8 | 184 26 924 7853
q9 | 1 1 1 145
ri |1 1 1 151
r2 | 522 66 3049 525
r3 | 3170 390 26433 30745
r4 | 181 25 803 797
r5 | 170 62 1 1505

Table 5.8: Results for LUBM;, 1000 (times in ms)

5.5.2.5 Comparison With Distributed RDF Stores

A comparison of a parallel centralized system with distributed systems is not straightfor-
ward, as many factors come into play in order to have a result that will be as fair and
complete as possible. In this section we attempt some first comparison of PARJ with
existing RDF stores based on a recently published survey [2] and we plan to further in-
vestigate this issue experimentally in the future. The aforementioned survey presents an
experimental comparison of 12 distributed systems designed for shared-nothing clusters,
chosen as the most competitive and innovative from a variety of approaches and charac-
teristics. The experiments were performed on a cluster with 12 servers, each with 148GB
of memory and 24 cores, using, among others, the LUBM 10240 (only queries LUBM1-
LUBM7) and WatDiv 1000 (only basic workload) benchmarks. For both these benchmarks
the single server results of PARJ (in the full result handling mode) are comparable with the
faster of the reported systems which is the non-adaptive version of AdPart (the adaptive
version is not included in the results of [2]). Specifically, the average and geometric mean
of execution times for first seven queries of LUBM 10240 are 918 and 75 milliseconds
respectively (compared with 419 and 103 for PARJ in full result handling mode) whereas
the geometric means for the 4 query categories of the basic workload of WatDiv 1000 are
9, 7, 160 and 111 milliseconds (compared with 9, 10, 12 and 48 for PARJ in full result
handling mode).
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6. CONCLUSIONS AND FUTURE WORK

In this thesis we have studied the problem of efficient query answering in OBDA systems
over external data sources. For the case where we have a single relational data source,
we have identified redundant processing as a bottleneck in query processing and we have
proposed solutions to overcome this problem, by providing a complete cost-based query
translation method. We believe that using cost-based planning is a prominent direction
towards OBDA query optimization, that has not been fully explored yet. In future work, we
plan to incorporate decisions about physical database design by analyzing the mapping
assertions. One more direction regarding future research has to do with duplicate elimi-
nation in case the OBDA system is equipped with query processing capabilities, in other
words when it acts as a mediator as the Exareme OBDA mediator presented in Chapter 4.
In this setting, along with decisions regarding which query fragments should be evaluated
in external databases, one should decide when duplicate elimination should be “pushed”
to endpoints or performed by the OBDA processing engine during data import.

Regarding query processing for federated execution, as presented in Chapter 4, an in-
teresting extension has to do with the support of non-relational external sources. In the
context of OBDA there have been some first results about access to other types of data
sources, as for example NoSQL databases [19] and web data sources [10]. One useful
functionality for Exareme mediator would be to support such data sources as endpoints
and provide the user with unified access to both relational and non-relational endpoints.
In this scenario we also plan to employ PARJ as an endpoint for storing RDF data.

Regarding Chapter 5, we have presented the in-memory system PARJ for parallelizing
OBDA join queries on RDF graphs. We have shown that our design has excellent scaling
capabilities and performance. For future work, we first plan to perform a more thorough
experimental comparison with distributed RDF stores. As we mentioned, it is straightfor-
ward to extend PARJ to a “cluster” version through full replication, such that during query
execution each worker start processing from different initial shard. We plan to implement
and compare this version with the current state of the art distributed systems. We also
want to further evaluate PARJ on a high-end server with larger available memory, in or-
der to load and process larger RDF graphs. Based on the scaling capabilities presented
during the experiments, we anticipate that our approach will be able to efficiently handle
such datasets.

Another prominent research direction has to do with query optimization and support for
geospatial queries. In this case, the initial queries over the ontology can be expressed
in the query language GeoSPARQL[72], which is a geospatial extension of SPARQL and
it is standardized by the Open Geospatial Consortium (OGC). The system Ontop-spatial
[11] is a state of the art system that performs OBDA query translaton from GeoSPARQL to
SQL enhanced with spatial operators for execution in spatially enabled relational systems
like PostGIS. An interesting extension would be the support of geospatial operators in the
Exareme mediator system, where spatially enabled databases could act as endpoints,
and also spatial processing capabilities should be added to the mediator itself in order to
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perform spatial joins between data coming from different endpoints. A similar extension
could be added to PARJ, in order to support GeoSPARQL queries coming from Ontop-
spatial.
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ABBREVIATIONS - ACRONYMS

RDF Resource Description Framework
SPARQL SPARQL Protocol and RDF Query Language
SQL Structured Query Language

OWL Web Ontology Language

W3C World Wide Web Consortium
OGC Open Geospatial Consortium
OBDA Ontology-based Data Access

cQ Conjunctive Query

ucQ Union of Conjunctives Queries
JucQ Join of Unions of Conjunctives Queries
NPD Norwegian Petroleum Directorate
LUBM Lehigh University Benchmark
RAM Random-Access Memory

TGD Tuple-Generating Dependency
UDF User-Defined Function

YAGO 2 Yet Another Great Ontology 2
DAG Directed Acyclic Graph

JDBC Java Database Connectivity

XML Extensible Markup Language

API Application Programming Interface
PARJ Parallel Adaptive RDF Joins

SLD-resolution

Selective Linear Definite clause resolution

IRI

Internationalized Resource Identifier

R2RML RDB-to-RDF Mapping Language
RML RDF Mapping Language
UoA National and Kapodistrian University of Athens
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NTUA

National Technical University of Athens
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APPENDIX A. NPD QUERIES 31-34

SELECT DISTINCT 7q ?u

WHERE {

?7q :inLithostratigraphicUnit 7u

?u rdf:type :LithostratigraphicUnit
}

Listing A.1: Query NPD 31

SELECT DISTINCT 7quadrant 7name
WHERE {

?quadrant rdf:type :Quadrant
?quadrant :name 7name

}

Listing A.2: Query NPD 32

SELECT DISTINCT ?unit 7era

WHERE {

?unit :geochronologicEra 7era

7unit rdf:type :LithostratigraphicUnit
}

Listing A.3: Query NPD 33

SELECT DISTINCT ?wellbore 7?discovery ?year
WHERE {

?wellbore rdf:type :Wellbore

?wellbore :wellboreForDiscovery 7discovery
?discovery :discoveryYear 7year

}

Listing A.4: Query NPD 34
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