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al Approa
h�Nikolaos Laoutarisy, Benny Van Houdtz, and Ioannis StavrakakisxAbstra
tThis paper studies the problem of analyzing and designing optimal playout adaptationpoli
ies for pa
ket video re
eivers (PVR) that operate in a delay jitter indu
ing best-e�ortnetwork, like the 
urrent internet. The developed system model is built around the Ek=Di=1=Nphase-type queue and allows for the e�e
tive modeling of key design and system parameters,su
h as: the level of delay jitter, the performan
e metri
s and the employed playout poli
y. Theoptimal playout poli
y is derived under k-Erlang interarrivals by formulating and solving anoptimization problem. The (theoreti
al) optimal solution is transformed into an approximatelyoptimal one that utilizes observable information and it is, thus, feasible. Numeri
al resultsare derived under the optimal poli
y and 
ompared against those under the optimal poli
ythat assumes a �xed level of jitter as determined by Poisson arrivals, as well as against thedeterministi
 servi
e that applies no playout adaptation. Based on this work, a PVR is proposedthat adapts to varying network delay jitter and tries to indu
e a performan
e that approximatesthe derived theoreti
al optimal one.1 Introdu
tionThe transmission of video streams, real-time or pre-stored, over best-e�ort networks has been aninteresting resear
h area for over a de
ade. An important obje
tive of the resear
h 
ommunityhas been to devise methods that 
ope with the variations of the network delay { also 
alled delayjitter { that are an inherent 
hara
teristi
 of best-e�ort networks. Jitter destroys the temporalrelationships between the periodi
ally transmitted video frames thus hinders the 
omprehension ofthe stream. Playout adaptation algorithms undertake the labor of the temporal re
onstru
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h as possible its initial stru
ture, as enfor
ed by theen
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this temporal re
onstru
tion and is dire
tly related to the per
eived presentation quality at there
eiving end.A pa
ket video re
eiver (PVR) 
onsists of a playout bu�er, for the temporary storage of in
omingframes, and a playout s
heduler, for the determination of the presentation initiation time and thepresentation duration of ea
h frame. The playout s
heduler is given the ability to regulate thepresentation duration of a video frame (whi
h normally is �xed and equal to the inverse of theframe produ
tion rate) in an attempt to smooth-out the e�e
ts of network jitter. The generalprin
iple that drives the operation of the s
heduler is that large dis
ontinuities between 
onse
utiveframes are undesirable as they are easily dete
ted by human users and, therefore, it is desirable tobreak them into dis
ontinuities of smaller duration that may be unnoti
ed due to human per
eptuallimitations in the dete
tion of motion.By manipulating the duration of frames, the playout s
heduler also a�e
ts the number of bu�eredframes. Unpresented frames that wait in the playout bu�er in
rease the end-to-end delay of ea
hnewly arriving frame. The end-to-end delay measures the time between the en
oding of a frameat the sender and its presentation at the re
eiver. Appli
ations that have a dialogi
 nature (e.g.,video
onferen
ing) 
all for a small end-to-end delay so that they 
an o�er the required intera
tivityto the 
ommuni
ating parties.This paper is 
on
erned with the performan
e evaluation and optimization of bu�er-orientedplayout s
hedulers, whi
h perform their task without the use of timing information (
lo
ks andtimestamping of frames), as opposed to time-oriented s
hedulers whi
h utilize su
h information.The systems that are 
onsidered here use the 
urrent o

upan
y of the playout bu�er as an impli
itindi
ation of jitter and base all regulatory a
tions on that information. The two main 
ontributionsof this work are: the development of an analyti
al performan
e evaluation model for pa
ket videore
eivers, 
apturing key design and environmental parameters su
h as the level of delay jitter, theoperation of the playout s
heduler, and the 
onsidered quality metri
s; and the development of ananalyti
al optimization model that has the potential of deriving the optimal PVR design, underappropriate quality metri
s, for di�erent levels of delay jitter.The remainder of the paper is organized as follows. In Se
t. 2 we examine some relevant workfrom the literature. In Se
t. 3 we dis
uss issues related to the modeling of frame arrivals at thePVR. A queuing model for PVRs and the asso
iated performan
e metri
s are developed in Se
t. 4.Se
tion 5 formulates a Markov De
ision problem whose solution is the theoreti
al optimal PVRfor a given level of delay jitter. Some numeri
al results from the optimized systems along with a
omparison with earlier systems are presented in Se
t. 6. In Se
t. 7 we show how to apply thetheoreti
al optimal solution to a real world PVR. In Se
t. 8 we des
ribe the overall ar
hite
ture ofa potential implementation of the system and propose a way to adapt to 
u
tuating delay jitter.2 Related workA survey of proposed playout s
hedulers, both time and bu�er oriented, has been presented in [1℄.Here we sele
tively present some bu�er-oriented s
hemes that are of parti
ular interest to the 
urrentwork.The fundamental idea that the level of delay jitter 
an be impli
itly dedu
ed by observing the2



o

upan
y of the playout bu�er has been demonstrated with a system that implements the queuemonitoring (QM) algorithm [2℄. Under QM, a sequen
e of video frames that has been presented ina 
ontinuous manner { meaning that the queue was never found empty following the 
ompletion ofa presentation { is used as an indi
ation of redu
ed delay variability and triggers a redu
tion of theend-to-end delay of the stream by dis
arding the newest frame from the bu�er. The 
on�gurationof the algorithm is empiri
al, based on tra
es of real frame interarrivals. Although QM handlesthe basi
 
ontinuity-laten
y tradeo� it does not try to \smooth out" the disruptive e�e
ts of thispro
ess. It allows the natural build-up of the bu�er with (dete
table1) under
ows, while it de
reasesthe delay with frame dis
ards (whi
h 
an also be dete
table, espe
ially in the 
ase where the framehas a signi�
ant duration, e.g., in low frame rate en
oding).Newer systems try to avoid long lasting dis
ontinuities . The threshold-slowdown s
heduler of [3℄applies a more general regulation s
heme governed by the sele
tion of the slowdown-threshold TH .Frames are presented with a normal duration when the bu�er o

upan
y, i, is greater than the (�xed)threshold, and with extended duration, by a fa
tor equal to TH=i, when the bu�er o

upan
y issmaller than the threshold. In essen
e, the s
heduler attempts to prevent an impending under
ow,when the o

upan
y of the bu�er is small, by applying gradually redu
ed playout rates. In [4℄ weexamined some of the impli
ations of network jitter in the sele
tion of an appropriate thresholdvalue and provided algorithms that modify this value on the 
y, in response to 
hanging jitter.The work that is most relevant to the 
urrent is [5℄. It di�ers from [3, 4℄ in that instead ofusing a heuristi
 method (like the aforementioned threshold) for the regulation of the playout rate,it applies the best possible playout poli
y (for the assumed environment) whi
h emanates from theanalyti
al solution of an appropriate optimization problem. This playout poli
y, however, deliversthe desired optimal performan
e only under the assumed level of delay jitter. One 
ontribution ofthe present work is that it extends the methods and the results of [5℄ so that they may be appliedto di�erent levels of delay jitter, allowing for the exploitation of the system in real-world PVRs thatoperate under 
u
tuating delay jitter.3 Modeling delay jitterVideo frames are periodi
ally transmited by a sender at a rate �f whi
h is spe
i�
 to the employedvideo format, usually at 25 or 30 frames/se
. The spa
ing between 
onse
utive frames at the senderand the duration of ea
h frame, T , are equal, given by the inverse of the frame produ
tion rate, i.e,T = 1=�f .Due to the variable network transfer delay of best-e�ort networks, frames arrive at the PVR atnon-regular intervals that may deviate signi�
antly from the frame period T . The variability of theinterarrival intervals is dire
tly related to the variability in the network transfer delays (networkjitter). The ith frame interarrival, Xi, is given by: Xi = T + Dn;i � Dn;i�1, where Dn;i denotesthe network delay of the ith frame. If Dn;i = Dn;i�1 the interarrival spa
ing is equal to theinterdeparture spa
ing. If Dn;i > Dn;i�1 the two frames drift apart (Xi > T ) otherwise theyapproa
h ea
h other (Xi < T ). For Dn;i�1 = Dn;i + T the two frames arrive 
on
urrently at1We mean \dete
table" under the motion dete
tion 
apabilities of a human end-user.3



the PVR, a phenomenon 
alled 
lustering of frames. Due to the high degree of aggregation ofthe traÆ
 that 
o-exists with the video stream in the network, it be
omes reasonable to assumeindependent and identi
ally distributed (i.i.d.) network transfer delays, that is, Dn;is, thus givingrise to the following observations: the expe
ted duration of interarrivals is EfXg = T ; the varian
eof interarrivals is V arfXg = 2 � V arfDng; the distribution is symmetri
al around its mean value.See [6℄ for more details on these observations.Previous studies of bu�er-oriented playout s
hedulers have used the Poisson [3, 4, 5, 7℄, or theinterupted Poisson pro
ess [8, 4℄, for the modeling of frame arrivals. The exponentially (hyperexpo-nentially) distributed interarrivals, that are implied by the Poisson (interrupted Poisson) pro
ess,have some properties that limit their value as models of the true interarrivals of periodi
 streamsthat have been reshaped by jitter. First, the exponential distribution is not symmetri
al around itsmean value, as required by the independen
e of Dn;is. The symmetri
al nature of the interarrivaltimes does not only stem from the i.i.d. assumption made for the network delays but it has alsobeen veri�ed experimentally on real networks [6, 9, 10℄. Se
ond, the exponential distribution is mu
hmore variable than measured interarrival distributions, making it appropriate only under 
onditionsof extreme delay jitter that results in highly variable interarrivals at the PVR. These observationsapply, to a greater extent, also for the interrupted Poisson pro
ess.Under \normal" network 
onditions, frame interarrivals tend to be mu
h more regular thanwhat the exponential distribution provides. To 
apture this in
reased regularity we use throughoutthe rest of this work the k-Erlang distribution for the modeling of frame interarrivals. A k-Erlangdistribution, being a k-fold 
onvolution of an exponential distribution, is k times more regularthan the exponential distribution of the same mean. A k-Erlang interarrival X with mean valueT is given by: X = Pki=1 Yi, where Yi, for 1 � i � k, is an exponentially distributed randomvariable with mean T=k. For the random variables X and Y we have: EfXg = k � EfY g=T;V arfXg = k �V arfY g = T 2=k; V arfY g=E2fY g = 1=k. The last ratio denotes the regularity of thedistribution. The exponential distribution has a referen
e regularity equal to one and is k times lessregular than the 
orresponding k-Erlang of same mean. The k-Erlang 
an approa
h the regularityof a deterministi
 distribution by in
reasing k so that the ratio approa
hes 0. Also for suÆ
ientlylarge k the k-Erlang is almost symmetri
ally distributed around its mean value.To identify the range of interarrival variability that should be modeled by the k-Erlang distribu-tion we have transmitted a periodi
 stream of \dummy" frames, at 30 frames/se
, and have loggedthe interarrivals at the re
eiving host. The stream has 
rossed the data path from the Universityof Athens (UoA), Gree
e, to the Arizona State University (ASU), USA. The Mgen/Dre
 suite oftools [11℄ was used for the 
reation of the test traÆ
 and for the logging of the interarrival tra
e.Figure 1 illustrates the measured varian
e of interarrivals at ASU, over 10 minute intervals, through-out an entire working day. In the y-axis instead of marking the a
tual measured varian
e, we markthe points that 
orrespond to the varian
e of k-Erlang for 1 � k � 32. The results indi
ate that themeasured varian
e 
orresponds to a range of regularities from Poisson (high jitter at 10:00-11:00)down to 34-Erlang (mu
h more regular interarrivals), with several intermediate levels in-between.Although k times more regular than Poisson, a k-Erlang input stream in the aforementionedrange would lead to poor playout quality if not handled by an appropriate playout algorithm, su
has the one developed here. In the following we provide an example to support this 
laim using4
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Figure 1: The varian
e of interarrivals of a test stream (with 30 frames/se
) from UoA to ASU. The x-axis marks thebeginning time of ea
h 10 min tra
e. The y-axis marks the points that 
orrespond to the varian
e of interarrivals of k-Erlangdistributed interarrivals (with 30 frames/se
 mean rate). The logged interarrival 
orrespond to jitter levels from slightlyhigher than Poisson, to as low as 34-Erlang.
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upan
y distribution for a re
eiver that 
an hold up to 30 frames. The input pro
ess is20-Erlang. DS and EO(33) playout poli
ies are 
onsidered.k = 20. This value is a frequently en
ountered one in the measurement experiment. Figure 2shows the steady-state bu�er o

upan
y distribution of a re
eiver that is fed by a 20-Erlang input.The re
eiver 
an hold up to N = 30 frames. Two 
ases are ploted: (i) DS, whi
h amounts to adeterministi
 servi
e, where all frames are presented at their normal duration; (ii) EO(33), whi
h isan example of the playout poli
ies developed here and aims at avoiding dis
ontinuities due to bu�erunder
ows and over
ows. The o

upan
y distribution is derived for frame presentation 
ompletioninstan
es. Observe that under DS a 0.5% of presented frames are followed by an under
ow, whereasthe 
orresponding per
entage for EO(33) is almost equal to zero. The 0.5% under
ow per
entageof DS amounts to 30 � 60 � 0:005 = 9 under
ows per minute for a 30 frames/se
 stream. Su
h a rateof under
ows is 
onsidered to be very high [2℄ thus resulting in poor playout quality. To this rateof dis
ontinuities, one should add a substantial rate of bu�er over
ows. Indeed, observe that theDS playout often leads to high o

upan
ies { where over
ows o

ur { whereas the EO(33) poli
ye�e
tively avoids high o

upan
ies, thus avoiding frame over
ows.In the sequel we develop some new playout poli
ies by using the k-Erlang distribution as a modelwhi
h mat
hes the �rst two moments of real frame interarrival distributions. It should be noted thatthe 
urrent work does not strive to model frame interarrivals as a

uretly as possible, as has beendone by traÆ
 modeling works [12, 13℄. The �nal obje
tive here is to identify the optimal playoutpoli
y for di�erent levels of delay jitter, thus, only the ma
rodynami
s (�rst two moments) of the5



input traÆ
 are modeled, therefore, Erlang arrivals suÆ
e. It is possible to use a more elaborateinterarrival pro
ess like a PH[14℄ or a (B)MAP[15, 16℄, though it remains to be seen whether theoptimal playout poli
y 
an be determined by the value iteration algorithm in an eÆ
ient manner.The numeri
al results of Se
t. 6 are based on jitter levels that 
orrespond to k-Erlang distribu-tions, 1 � k � 50, motivated by the measured varian
es in the UoA-ASU experiment. The sele
tedrange, however, need not be taken as a \standard" range of jitter 
u
tuation; other ranges of delayjitter, 
orresponding probably to even more regular arrivals (k > 50) 
ould be examined as requiredby the targeted network environment. In fa
t we have obtained the optimal playout poli
ies formu
h larger k (above 150) that 
orrespond to almost deterministi
 interarrivals. The s
alability ofthe proposed algorithm for obtaining the optimal playout poli
y should not pose a problem as itis unne
essary to optimize for very large k, e.g., k = 1000, sin
e for mu
h smaller k the optimalplayout poli
y already redu
es to deterministi
 playout (all frames are presented at their normalduration).A �nal note on the jitter that is reported by our measurements is that this is only the networkpart of the overall jitter that is present at the appli
ation layer of a PVR. The end-system jitter,introdu
ed by the operating systems of the end-systems, is missing. This jitter 
onponent in many
ases 
an be quite large, possibly dominating the network portion of jitter, espe
ially when over-loaded video-on-demand servers are used for the streaming of the 
ontent. This means that evena small network jitter does not ne
essarily make the proposed playout poli
ies obsolete, as there isstill the end-system jitter that needs to be smoothed out.4 Performan
e analysis of pa
ket video re
eivers under k-Erlang arrivalsThis se
tion develops an analyti
al model that has the potential to 
apture the 
hara
teristi
sof a 
onsiderable number of bu�er-oriented playout s
hedulers and provide for their performan
eevaluation a
ross di�erent levels of delay jitter. Along with the introdu
tion of the queueing model,the involved performan
e metri
s are presented and justi�ed in a subsequent se
tion. The analysis is
arried out at the appli
ation layer of a PVR; it fo
uses on solid video frames that be
ome available atthe appli
ation layer from the underlying layers and uses the interarrival of frames at the appli
ationlayer to 
apture the aggregate e�e
t of the end to end delay jitter (network and end-system parts).Implementation spe
i�
 issues su
h as video en
oding and network level pa
ketization s
hemes arenot dis
ussed in order to preserve the generality of the proposed playout poli
ies. It is expe
tedthat with minor modi�
ations the proposed algorithms should be appli
able to a variety of en
odings
hemes (raw, MPEG, H263) and pa
ketization formats. Finally, it is noted that although networkpa
ket losses are not 
onsidered in this work their e�e
t on the overall stream quality is expe
tedto be mu
h smaller as 
ompared to that of delay jitter. Loguinov and Radha 
on�rm this 
laim intheir re
ent large s
ale study of internet dynami
s and its e�e
t of video streaming [17℄ where itis reported that 98.9% of bu�er under
ow events in a PVR were due to delay jitter and only the
6



tiny remainder due to pa
ket loss2. Based on these reports and a

ounting that lost pa
kets 
an bere
overed/
on
ealed by employing forward error 
orre
tion te
hniques at the re
eiver it is believedthat the presented jitter oriented assessment of playout quality will approximate suÆ
iently thequality in an operational system in the presen
e of some pa
ket loss.In the following a PVR is modeled as an Ek=Di=1=N queueing system, i.e., a queue with thefollowing properties: an Erlang arrival pro
ess (Ek), appropriate for the modeling of jitter-dependentframe interarrivals; a deterministi
 state-dependent playout poli
y (Di), modeling the operation of ageneral bu�er-oriented playout s
heduler whi
h applies frame durations that depend on the 
urrentqueue o

upan
y i; a �nite playout bu�er for N video frames. In the next se
tion, we obtain thesteady state o

upan
y distribution for the Ek=Di=1=N queue upon servi
e initiation times3 byusing the method of phases [18℄. This method, 
ommonly used to analyze the Ek=D=1=N queuewhi
h is one of the simplest queues in the family of PH=G=1 queues [19℄, is straightforward togeneralize to the Ek=Di=1=N queue.4.1 The embedded Markov ChainFrame interarrivals are assumed to follow a k-Erlang distribution with mean rate �f = 1=T , i.e., thenth interarrival Xn is 
omposed of k i.i.d. intervals Yj , all following the exponential distributionwith parameter � = k�f , su
h that: Xn =Pkj=1 Yj . The passage of ea
h exponential interval Yj isreferred to as \
ompletion of a phase" { with a single frame arrival o

urring when k phases havebeen 
ompleted.Let fIngn>0 denote the number of frames in the bu�er at time tn whi
h is the time prior tothe presentation of frame n and let f~Ingn>0 be the number of phases in the system at tn. f~Ingn>0
ounts the number of phases in the system a

ounting for the bu�ered frames (ea
h frame is seenas a bat
h of k phases) and the number of phases thus far 
ompleted by the ongoing arrival. Thevalue of In 
an be dire
tly obtained from the value of ~In, whi
h has In embedded in it. Formally,~In = kIn+Jn, where fJngn>0 is a dis
rete time sto
hasti
 pro
ess that 
ounts the number of phases
ompleted by the arrival pro
ess in the interval from an, the time of the last arrival prior to tn, upto tn (see Fig. 3). The knowledge of ~In not only provides for the exa
t number of frames in thebu�er prior to the presentation of the nth frame (sin
e In = b~In=k
), but also adds information
on
erning the next arriving frame. The extra information (memory) is used for the approximationof non-memoryless interarrival distributions, su
h that are typi
al of periodi
 streams that havebeen reshaped by network jitter. Finally, it is important to noti
e that ~In is a Markov 
hain, thatis, ~In+1 does not depend upon ~Im, for m < n, provided that ~In is known.Next, we indi
ate how to obtain the transition probability matrix P of the Markov 
hain ~In. Thevalue of ~In varies between k and (N+1)k�1: k is the minimum number of phases (
orresponding toone 
omplete frame) that must be in pla
e in bu�er for the next presentation to begin; (N +1)k�1phases 
orrespond to the 
ase of a full bu�er (N 
omplete frames whi
h are represented by kNphases) and k � 1 phases having been 
ompleted by the ongoing arrival. The evolution of thenumber of phases in the system 
an be seen as a queue with a waiting room for (N + 1)k � 12In their study they have used retransmissions for the re
overy of lost pa
kets but report that even without them themain disruptive 
ause would still be the delay jitter not the pa
ket losses.3Hereafter also 
alled presentation initiation or de
ision instan
es, depending on the fo
us of the dis
ussion.7




ustomers { where ea
h phase represents a 
ustomer { with the following 
hara
teristi
s: (1) the
ustomers arrive a

ording to a Poisson pro
ess with rate k�f ; (2) the 
ustomers are served inbat
hes of size k, where the servi
e time Di of a bat
h is deterministi
 and depends on the numberof phases i found in the waiting room prior to servi
e initiation; (3) if a 
ustomer �nds the queuefull upon arrival, it is dropped and k� 1 other 
ustomers immediately leave the queue. Noti
e thatthe server serves the 
ustomers in bat
hes of size k, therefore, it will not 
ommen
e until there areat least k 
ustomers in the waiting room. This requirement, along with the fa
t that the systemis observed upon frame presentation initiation instants, mean that the system 
an never be foundempty (with less than k phases) upon an observation instant.With the aforementioned system des
ription, the expression of the phase transition probabilities,denoted as pij(Di) = Probf~In = jj~In�1 = i;Dig, is simpli�ed. Di denotes the servi
e duration forthe k-sized bat
hes; it depends solely on the number of phases in the waiting room prior to servi
einitiation. Before pro
eeding, we present three examples of deterministi
 servi
e dis
iplines: thedeterministi
 servi
e (DS) with 
onstant duration T independent of phase o

upan
y; the thresholdslowdown (TS) algorithm of [3℄; and the Poisson-optimal (PO) servi
e dis
ipline derived in [5℄ whi
hsele
ts a duration �n4: 1 � n � N , n being the frame o

upan
y (equal to n = bi=k
 here).Di = 8>><>>: T ; k � i � (N + 1)k � 1 (DS)max( THbi=k
 � T; T ) k � i � (N + 1)k � 1 (TS)�bi=k
 ; k � i � (N + 1)k � 1 (PO) (1)Also note that the QM algorithm [2℄ (brie
y dis
ussed in Se
t. 2) 
an be studied with the afore-mentioned model by appropriately augmenting the de�nition of the state so that in addition to the
urrent o

upan
y it also in
ludes the number of 
ontinuous uninterrupted frame playouts.Based on the three 
hara
teristi
s of the size (N + 1)k � 1 queue mentioned above, we get thefollowing transition matrix P , where the (i; j)th element of P is denoted as pij(Di):pij(Di) = 8>>>>>>>>><>>>>>>>>>:
P2k�i�=0 Pf�;Dig k � i < 2k; j = kPfj � i+ k;Dig k � i < 2k; k < j � Nk � 1P1�=0 Pfj � i+ k + �k;Dig k � i < 2k;Nk � j � (N + 1)k � 1Pfj � i+ k;Dig 2k � i � (N + 1)k � 1; i� k � j � Nk � 1P1�=0 Pfj � i+ k + �k;Dig 2k � i � (N + 1)k � 1; Nk � j � (N + 1)k � 10 elsewhere (2)4The value of �n, for 1 � n � N , is derived as the solution of an appropriate Markov de
ision problem assuming Poissonframe arrivals and studying the system upon servi
e 
ompletions.
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urringduring the presentation of frame n+1. As a 
onsequen
eof the under
ow, frame n + 1 remains on display for atotal duration equal to Di + Si(Di).8



where Pfm;Xg is the Poisson distributed probability of m new phase arrivals o

urring in aninterval of duration X . The �rst �ve lines of equation (2) 
orrespond to the following 
ases: (i)there is only one frame available in the bu�er (at time tn) and an under
ow follows its presentationat tn +Di (playout re
ommen
es when k phases be
ome again available thus j = k); (ii) there isonly one frame available in the bu�er (at time tn) and no over
ow(s) o

ur during its presentation;(iii) there is only one frame available in the bu�er (at time tn) and possible over
ow(s) o

ur duringits presentation; (iv) more than one frames are available in the bu�er (at time tn) and no over
ow(s)o

ur during the imminent presentation; (v) more than one frames are available in the bu�er (attime tn) and possible over
ow(s) o

ur during the imminent presentation.Let ~�j , k � j � (N + 1)k � 1, be the steady-state probabilities of f~Ingn>0; then �i, 1 �i � N , the distribution of the embedded pro
ess fIngn>0, is readily available sin
e it holds that�i =P(i+1)k�1j=ik ~�j . The 1�Nk steady-state ve
tor ~� is obtained as follows. De�ne the Nk �Nkmatrix Q as P � I , where I is the unity matrix of dimension Nk. The matrix Q 
an be seen as anin�nitesimal generator of a 
ontinuous time Markov 
hain and Q 
an be written in a lower blo
k-Hessenberg form by relabeling the states appropriately. Therefore, we 
an 
al
ulate the uniquesto
hasti
 ve
tor ~� for whi
h ~�Q = 0, i.e., ~�P = ~�, in an eÆ
ient manner using the Latou
he-Ja
obs-Gaver algorithm [20℄, whi
h has a time 
omplexity of O(k3N2) and a spa
e 
omplexity ofO(k2N).4.2 Intrastream syn
hronization (
ontinuity) metri
sExpanding or shortening the duration of a frame presentation, as done by the playout poli
iesof equation (1) or any other playout poli
y, introdu
es a dis
ontinuity { a loss of intrastreamsyn
hronization { quanti�ed by the di�eren
e between the sele
ted frame duration and the normalframe duration T . Let di(Di) denote the dis
ontinuity that is in
urred when the next frame (framen) is presented with a duration Di and the 
urrent phase o

upan
y is f~Ing = i.di(Di) = jDi � T + Si(Di)j (3)The term Di�T quanti�es the dis
ontinuity in
urred by 
hoosing a playout duration other than thenormal one, T . In addition, the metri
 has to 
ater for a possible under
ow that might follow the
ompletion of the nominal durationDi. Su
h an under
ow would o

ur if the bu�er is found withouta 
omplete frame, Di time units after the initiation of the nth presentation. In that o

assion framen will remain on the display for an additional interval Si(Di) until the next frame be
omes available.This brings up its duration to Di + Si(Di) (see Fig. 4). The absolute value is used in (3) be
ausethe quantity Di � T + Si(Di) may assume negative values. Su
h is the 
ase when Di < T and nounder
ow o

urs. Also note that a trun
ated duration and an under
ow may 
an
el ea
h other.Thus a trun
ated duration, Di = T=2, followed by an under
ow with duration T=2 inadvertentlylead to a normal presentation duration and no dis
ontinuity.The under
ow interval Si(Di) depends on the 
urrent bu�er o

upan
y i, the sele
ted presen-tation duration Di, and also the number of new phase arrivals over Di, y. Under k-Erlang arrivals:EfSi(Di)jyg = ( (k � (i� k + y)) � T=k ; i� k + y < k0 ; i� k + y � k (4)9



In the �rst 
ase the system is left with i0 phases at tn +Di whi
h amount to less than a 
ompleteframe, thus an additional k � i0 phases must arrive. The expe
ted time for that is (k � i0) � T=k.In the se
ond 
ase the bu�er is non-empty at tn +Di thus no under
ow o

urs and the next frame(n+ 1) is displayed exa
tly Di time units after the initiation of frame n.We de�ne a more generalized 
ontinuity metri
 { 
alled the Distortion of Playout metri
 (ab-breviated DoP) { whi
h in
ludes the notion of dis
ontinuity as in (3) but also a

ounts for any la
kof 
ontinuity due to bu�er over
ows over the 
urrent presentation interval.DoPi(Di) = di(Di) + Li(Di) � T; (5)where Li(Di) is a random variable that denotes the number of newly arrived frames that aredropped/lost, due to bu�er over
ows, over the 
urrent frame presentation duration Di, given thatthe number of phases in the system was i at tn:P [Li(Di) = x℄ = ( Pk�1j=0 Pf(N + x)k � i+ j;Dig ; x > 0Pj<(N+1)k�i Pfj;Dig ; x = 0 (6)Note that the DoP metri
 measures time; it adds the duration of all time intervals during whi
h thesmooth playout of frames is disrupted. A basi
 idea re
e
ted in the de�nitions of both di(Di) andDoPi(Di) is that the per
eptual 
ost of an idle time gap between two frames (o

urring when the�rst frame stays on display for more than T ) is equal to the per
eptual 
ost of a loss-of-informationdis
ontinuity (an over
ow or a fast-forward) of equal duration. This is based on re
ent per
eptualstudies [21℄ where it is shown that jitter degrades the per
eptual quality of video nearly as mu
h aspa
ket loss does. For an example in support of this 
laim, we may think that an under
ow with aduration T , degrades stream 
ontinuity, nearly as mu
h, as does a lost frame.It must also be noted that there is a deli
ate semanti
 di�eren
e between over
ow disruptions andall other 
ases of disruption (under
ows, modi�ed playout durations). The latter are immediatelyexperien
ed during the presentation of frame n whereas an over
ow, although o

urring during thepresentation of frame n, is experien
ed in the future (when the playout skips one or more over
owedframes). With the 
urrent formulation (equation (5)) the disruption 
aused by any over
ows duringthe presentation of frame n is added to the overall disruption of this frame instead of a future one.This is required in order to preserve the tra
tability of the model. Otherwise various states shouldbe introdu
ed, adding the required memory that allows for the asso
iation of past over
ows to the
urrently presented frame.5 Derivation of the optimal playout s
heduler for di�erentlevels of network jitterIn this se
tion we develop a Markov de
ision model whi
h leads to the derivation of the optimalplayout s
heduler for di�erent levels of network jitter, as 
aptured by the various k values of theassumed k-Erlang arrival pro
ess.
10



5.1 The Markov de
ision pro
essIn Se
tion 4 the Markov 
hain f~Ingn>0 was used in the 
ontext of the Ek=Di=1=N queue for thederivation of the steady-state behavior for a given { o

upan
y dependent { playout poli
y (Di).In this se
tion, f~Ingn>0 is generalized into a dis
rete time Markov de
ision pro
ess (MDP) withthe aim of deriving the optimal playout poli
y for di�erent jitter levels (
aptured by the Erlangparameter k). Let f~I�ngn>0 be the MDP obtained from the f~Ingn>0 Markov 
hain by adding ana
tion following ea
h observation instant (at the time prior to the next playout). This a
tionexpli
itly de�nes the playout duration for the next frame and by doing so it in
urs an immediate
ost and also a�e
ts the probability law for the next transition. For the formal de�nition of theMDP one needs to de�ne a tuple hS;A; P; Ci, where S is the set of possible states, A is the set ofpossible a
tions, P : S � A � S ! [0; 1℄ is the state transition fun
tion spe
ifying the probabilityPfjji; ag � tij(a) of observing a transition to state j 2 S after taking a
tion a 2 A in state i 2 Sand, �nally, C : S � A ! < is a fun
tion spe
ifying the 
ost 
i(a) of taking a
tion a 2 A at statei 2 S.The state spa
e S of f~I�ng 
omprises all possible phase o

upan
y levels, thus takes values in[k; (N+1)k�1℄. An a
tion is de�ned to be the 
hoi
e of an integer value a that expli
itly determinesB(a), the presentation duration for the next frame through:B(a) = T � a� (7)� de�nes the basi
 adjustment quantum whi
h is equal to T=�. The a
tion spa
e for the problemis A = [1;M ℄, where M is an integer value that results in the maximum allowable playout durationB(M). Noti
e that in (7) when a > � (a < �) the resulting playout duration is larger (smaller)than the normal frame duration. When altered playout durations (larger/smaller) are applied toa series of 
onse
utive frames, they 
onstitute a transient alternation of the playout rate (an e�e
tthat resembles a slowdown/fast-forward operation in a VCR). The transition probabilities of theMDP are \de
ision-dependent"; they are des
ribed by equation (2), but with servi
e durations thatare not a priori known, as in the 
ase of a known state dependent servi
e, but depend on the 
hosena
tion, i.e., tij(a) � pij(B(a)).The goal of the de
ision model is to pres
ribe a playout poli
y { a rule for 
hoosing the durationof the next frame based on the 
urrent state. In the general 
ase a poli
y R � fDia : i 2 S; a 2 Ag isa mapping: S�A ! [0; 1℄; it is 
ompletely de�ned for a given tuple hS;A; P; Ci by the probabilities:Dia , Pfa
tion = ajstate = ig. The derived optimal poli
y, under the 
onsidered minimizationobje
tive and the sele
ted solution method (des
ribed in Appendix A), always pres
ribes the samea
tion whenever at the same state, i.e., the optimal poli
y is non-randomized (see [22℄ for details).Under a non-randomized poli
y the probabilitiesDia are either 0 or 1. In view of this observation, theexa
t de�nition of the non-randomized poli
y R redu
es to the de�nition of the fun
tion Ai(R) = awhi
h for every i 2 S returns the sele
ted a
tion a.As mentioned earlier, 
i(a) denotes the 
ost in
urred when a
tion a is taken when the phaseo

upan
y pro
ess is in state i. The optimal poli
y Ropt is de�ned to be the poli
y that minimizesERf
g, where ERf
g denotes the long-run average 
ost indu
ed under some poli
y R. If ~�i(R)denotes the steady state probability that the Markov 
hain f~Ing, with Di = (Ai(R)=�)T , is in state11



i, then Ropt = argminR ERf
g with ERf
g = (N+1)k�1Xi=k 
i(Ai(R)) � ~�i(R) (8)A number of te
hniques are known for the derivation of the optimal poli
y of (8); these in
ludeexhaustive enumeration (only for small systems), linear programming, poli
y-iteration, and valueiteration. The 
urrent MDP problem was solved by using a value-iteration algorithm (des
ribed inAppendix A) whi
h takes as input the a
tion-dependent transition probabilities, tij(a) = pij(B(a)),and the state-a
tion 
osts, 
i(a) (de�ned in detail in 5.2), and returns Ropt.5.2 Cost assignmentAn appropriate MDP 
ost is des
ribed in this se
tion; it \penalizes" the la
k of 
ontinuity that mayarise from a 
ertain a
tion. This la
k of 
ontinuity may be dire
tly experien
ed as in the 
ase of aframe presentation with a duration smaller or larger than T . In addition, the 
ontinuity 
ost alsoa

ounts for any la
k of 
ontinuity due to over
owed (lost) frames o

urring during that interval.A 
andidate for the 
ontinuity 
ost is: DoPi(a) = EfDoPi(B(a))g, i.e., the expe
ted value ofDoPi(Di) with respe
t to the number of new arrivals, with Di = B(a) (see de�nition of DoPi(Di)in (5)). DoPi(a) is a legitimate MDP 
ost as it depends only on the 
urrent state i, and thesele
ted a
tion a. Su
h a 
ost assignment returns an EfDoPg-optimal poli
y, i.e., a poli
y thatminimizes: ESfDoPg = Pi2S ~�i(R) � DoPi(Ai(R)) over all the poli
ies R de�ned in S � A. Theresults presented in [5℄ show that RT , the stati
 deterministi
 poli
y with 
onstant presentationdurations equal to the frame period, is EfDoPg-optimal under Poisson frame arrivals. The sameapplies also to the 
ase of k-Erlang arrivals (see the results of Se
t. 6).The minimization of ESfDoPg 
alls for the minimization of the average amount of syn
hroniza-tion loss whi
h is due to: under
ow dis
ontinuities, slowdown dis
ontinuities, over
ow dis
ontinuitiesand fast-forward dis
ontinuities. The minimization of ESfDoPg is a rightful obje
tive but 
annotguarantee the per
eptual optimality, as it only 
aters to the minimization of the average loss ofsyn
hronization, without paying any attention as to how this loss of syn
hronization spreads intime. It has been realized that the human per
eptual system is more sensitive to a small frequen
yof long-lasting disruptions than to a higher frequen
y of short-lived disruptions [3℄. This is due tohuman per
eptual inability to noti
e small deviations of presentation rate. As a result, a better per-
eptual quality 
an be expe
ted by repla
ing large 
ontinuity disruptions (under
ows and over
ows)with shorter ones (slowdowns and fast-forwards), even when the latter lead to a higher value forESfDoPg. Thus, a playout poli
y should be allowed to in
rease ESfDoPg if this in
rease providesfor a smoother spa
ing between syn
hronization-loss o

urren
es, thus help in 
on
ealing them. Wepursue this idea by de�ning the state-a
tion 
ost to be:
i(a) = � �DoPi(a) + (1� �) �DoP (2)i (a) (9)where DoP (2)i (a) = Ef(DoPi(B(a)))2g is the expe
ted square value of DoPi(B(a)) with respe
tto the number of new arrivals. The weighing fa
tor � is a user-de�ned input that 
ontrols therelative importan
e between the two minimization obje
tives: the minimization of ESfDoPg, and12



the minimization of ESfDoP 2g5. Setting � = 1 leads to the minimization of ESfDoPg without anyregard for the variability of the duration of syn
hronization loss o

urren
es. Setting � = 0 leadsto the minimization of ESfDoP 2g and the resulting ESfDoP 2g-optimal poli
y indu
es smoothersyn
hronization losses than the ESfDoPg-optimal poli
y. As it will be shown later, the redu
tionof ESfDoPg 
omes at the 
ost of an in
reased ESfDoP 2g and vi
e versa. Values of � that fallbetween the two extremes (0 and 1) provide various levels of 
ompromise between min�ESfDoPg	and min�ESfDoP 2g	. The optimality of this tradeo� stems from the fa
t that for a given valueof one of the 
ontinuity 
omponents, the derived optimal solution will provide a minimal value forthe other 
ontinuity 
omponent. In essen
e, the designer of the PVR sele
ts a � that results in adesired value of ESfDoP 2g (ESfDoPg) and knows that for that value of ESfDoP 2g (ESfDoPg)there 
annot exist a poli
y that provides a smaller ESfDoPg (ESfDoP 2g) than the ESfDoPg(ESfDoP 2g) provided by the proposed playout poli
y (sin
e that poli
y minimizes a 
ost expressionthat involves both ESfDoP 2g, ESfDoPg).As a �nal 
omment on the employed 
ost we note that although lossed are assigned to theongoing presentation instead of a future one (as dis
ussed in Se
t. 4.2) ESfDoPg and ESfDoP 2grepresented meaningful 
ontinuity metri
s. It 
an be easily shown that ESfDoPg is immune tothe mapping of losses to frames; it only depends on the number of losses. On the other hand,ESfDoP 2g is a�e
ted by the exa
t mapping of losses to frames due to the existen
e of the squarepower. However, due to the fa
t that over
ow 
ontinuity disruptions are generally mu
h larger(espe
ially when bat
h losses o

ur) than all other kinds of disruptions that may o

ur under higho

upan
ies, the di�eren
e between the employed approa
h and the more a

urate, but 
ompli
atedone, is rather marginal.6 Numeri
al results and dis
ussionIn this se
tion we apply the developed optimization model to derive the optimal playout poli
yas de�ned in (8). In all the examples the duration of a frame will be equal to 33 mse
 (implying30 frames/se
). Unless stated otherwise, the playout bu�er 
apa
ity N will be equal to 30. Twogranularities are used for the adjustment of frame durations: 3.3 mse
 (
orresponding to � = 10),and 1 mse
 (
orresponding to � = 33).6.1 Optimal playout poli
ies for di�erent levels of network jitterThe 
ontinuity weight � was introdu
ed in equation (9) for the regulation of the relative impor-tan
e between the mean value and the variability of DoPi(a). In [5℄ we assumed Poisson arrivalsand showed that by letting � take values in [0; 1℄ we 
an a
hieve various tradeo�s between theminimization of the average DoP and its variability. For � = 1 the derived optimal playout poli
ymandated that all frames be played at their normal duration, that is, the deterministi
 servi
e (DS)was shown to be EfDoPg-optimal. For � = 0 we obtained the EfDoP 2g-optimal poli
y whi
happlied a 
onsiderable amount of playout regulation towards the two extremes of the o

upan
y ofthe playout bu�er.5We are referring to the minimization of Pi2S ~�i(R) �DoP (2)i (Ai(R)) over all the poli
ies R de�ned in S � A.13
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Figure 5: The pres
ribed optimal a
tion Ai(Ropt) (on the y-axis) for ea
h phase o

upan
y (on the x-axis), for the 
asesof � = 0 and � = 1 and di�erent k (on the z-axis). The normal frame duration is obtained with Ai(Ropt) = 33, i.e., theadjustment granularity is � = 33. The playout bu�er has a 
apa
ity for N = 30 frames.The aforementioned behavior generally applies also to the poli
ies derived for k-Erlang arrivals,nevertheless, the amount of playout regulation required by a given � is a�e
ted by the Erlangparameter k. For in
reased network jitter (small k), the derived poli
ies apply an in
reased amountof playout regulation, eventually rea
hing the behavior under Poisson for k = 1. As frame arrivalsbe
ome more regular (with larger k), the amount of playout regulation required to minimize theaverage 
ost, for a sele
ted �, de
reases. This is on a par with the intuitive guess that playoutmanipulation ought to \smooth-out" as jitter drops.Figure 5 shows the stru
ture of the derived playout poli
ies for � = 0 and � = 1 and for di�erentlevels of delay jitter. Due to the fa
t that k a�e
ts the state-spa
e of the Markov de
ision problem,the number of phases (on the x-axis), grows with k (on the z-axis) despite that all systems havethe same playout bu�er6 (N = 30). The left graph illustrates the stru
ture of playout poli
ies for� = 0. This produ
es poli
ies that minimize ESfDoP 2g by applying a substantial amount of playoutregulation at bu�er extremes. As it may be seen, the amount of playout regulation redu
es with k(note how the pres
ribed a
tions, at the edges of the bu�er, tend to be less severe with in
reasingk.). The right graph 
orresponds to � = 1 whi
h leads to poli
ies that minimize ESfDoPg. Su
hpoli
ies apply almost no playout regulation, ex
ept in the last few phases (whi
h however have avery small probability of being visited under steady state), thus are approximated very 
losely bythe deterministi
 servi
e that presents all frames at their normal playout duration. Intermediatevalues, 0 < � < 1, lead to poli
ies that fall between the two extreme 
ases. In the sequel we willbe fo
using in � 
on�ned in the initial range 0 < � < 0:1. Noti
e that the two 
omponents that
ontribute to the 
i(a) 
ost of equation (9) have di�erent units thus only small values of � leadto a balan
ed tradeo� between the two 
ost 
omponents. Values of � larger than 0.1 turn almostentirely in favor of minimizing ESfDoPg thus amount almost to the presented behaviour for � = 1.The two plots of Fig. 6 illustrate the performan
e results of the derived Erlang-optimal (EO)poli
ies. For a parti
ular poli
y, R(�; k)7, both ESfDoPg and ESfDoP 2g improve (redu
e) withthe regularity of arrivals (that is, with k). Given a jitter level k, a small � favors the redu
tion ofESfDoP 2g, while a large � favors the redu
tion of ESfDoPg. Figure 7 is identi
al to Fig. 6 but6For k = 5 a total of Nk = 150 phases are required to �ll the playout bu�er with 30 frames, while for k = 10 the requirednumber of phases is 300.7E.g., R(0:2; 10) denotes the optimal poli
y if we set � = 0:2 and k = 10.14
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orresponds to a smaller bu�er, N = 10; noti
e that both 
ontinuity metri
s deteriorate as a resultof the smaller o�ered bu�er 
apa
ity.The sele
ted range for k has been limited to values up to k = 50 stimulated mainly by themeasurement experiments. An important question is whether the optimization model is \solvable"for larger k values in a \pra
ti
al" time. We have solved the model for k up to 150 in a reasonabletime (for an o�-line 
omputation). Larger k's are probably not ne
esary to 
onsider for the followingtwo reasons: (1) the measured interarrival tra
es were not that regular; (2) most signi�
antly, forsu
h a small delay jitter it is not ne
essary to derive the EO poli
y { its suÆ
ient to use thedeterministi
 servi
e (DS). The latter observation stems from the fa
t that the amount of playoutregulation redu
es with delay jitter (see Fig. 5, as well as Fig. 10 in the sequel) and thus eventuallythe best playout poli
y is to play all frames at their normal duration.6.2 Controlling the bu�ering delayThe proposed Erlang-optimal (EO) playout poli
ies 
an be 
on�gured to suit the delay requirementsof di�erent streaming appli
ations. The simplest way to do so is by limiting the size of the playoutbu�er. The maximum bu�ering delay of a presented frame is approximately equal to N � T , sin
ethe average playout duration applied by EO poli
ies is approximately equal to T . It is known [1℄
15
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ity)Figure 8: The ESfDoP 2g, ESfDoPg performan
e of EO poli
ies for di�erent values of the bu�er 
apa
ity N and fordi�erent k (� = 33; � = 0).that a maximum network jitter8, jmax, 
an be 
ompletely removed by a

umulating a playout bu�erof equal duration. With the playout bu�er for 30 frames and a frame rate of 30 frames/se
, thesystem 
an 
ompletely eliminate the jitter, if this jitter is 
on�ned below N � T = 1 se
. The jitter,however, 
an be larger, espe
ially if we also in
lude the server-indu
ed jitter (e.g., in an overloadedvideo-on-demand server); also the delay requirements of the appli
ation 
ould require a smallermaximum bu�ering delay (e.g., up to 330 mse
, a
hieved with N = 10). In su
h 
ases under
owsand over
ows might o

ur (sin
e jmax > N � T ) and the EO playout poli
y will try to 
on
eal themby manipulating the duration of frames at the extremes of the bu�er.The inherent tradeo� between 
ontinuity-quality and delay also applies to the proposed EOpoli
ies. When the (mean/maximum) bu�ering delay de
reases, e.g., be
ause a smaller playoutbu�er is available, the overall stream 
ontinuity (both 
omponents, ESfDoPg and ESfDoP 2g)deteriorates. The two plots of Fig. 8 show that for a given k, a smaller bu�er 
apa
ity N alwaysprovides a worse ESfDoPg, ESfDoP 2g.A more sophisti
ated delay 
ontrol method has been presented in [5℄ by asso
iating an appro-priate delay 
ost to the state-a
tion 
ost of equation (9). Under this model, the playout poli
y insome 
ases applies an in
reased playout rate with the aim to redu
e the o

upan
y of the bu�erand, hen
e, the bu�ering delay as well. This method is readily appli
able to the EO poli
y as well.6.3 Comparison of playout poli
ies: Erlang-optimal vs. Poisson-optimaland deterministi
 servi
eIn this se
tion a 
omparative study of the performan
e of the Erlang-optimal (EO), the Poisson-optimal (PO) and the deterministi
 servi
e (DS) poli
ies is presented. It is assumed that the trueinterarrival pro
ess is i.i.d. and k-Erlang distributed. As it is 
lear for earlier dis
ussions, su
han arrival pro
ess may indu
e a wide range of delay jitter, from no jitter (k = 1, deterministi
arrivals) to the (high) level 
orresponding to Poisson arrivals (k = 1). Thus, a wide range of realnetwork delay jitter (se
ond moment of interarrivals) 
an be mat
hed with that under a k-Erlangdistribution for some k.Sin
e the interarrival pro
ess is i.i.d. and k-Erlang distributed, the EO poli
y will lead to the8The maximum network jitter is de�ned as the di�eren
e between the largest and the smallest network delay, i.e.,jmax = maxiDn;i �miniDn;i. 16



best possible performan
e, as this poli
y is the one optimized for su
h an interarrival distribution.When the PO poli
y is employed when the interarrivals are i.i.d. and k-Erlang distributed theresulting performan
e 
annot outperform that under the EO poli
y. The same holds true if the DSpoli
y is employed when the interarrivals are i.i.d. and k-Erlang distributed.The general observation is that, when the frame arrivals are more regular than Poisson, PO poli-
ies (for di�erent 
ontinuity weights � and/or adjustment granularities �) be
ome suboptimal sin
ethey apply an ex
essive amount of playout regulation. In su
h 
ases, the 
orresponding EO poli
iesprovide an overall improved performan
e by applying an appropriate amount of playout regulation.The DS servi
e provides for the minimal ESfDoPg, but has a large ESfDoP 2g, espe
ially withsmall k. For the purpose of 
omparison, normalized, rather than absolute performan
e metri
s willbe presented. The normalization is 
arried out by dividing the ESfDoP 2g (ESfDoPg) performan
eof an EO or PO poli
y with the performan
e of DS for the same k. A value smaller (larger) than 1means that the 
orresponding poli
y performs better (worse) than DS for the involved metri
. Thisnormalization s
hemes leads to a subje
tive evaluation of poli
ies whi
h quanti�es how mu
h betteror worse they would perform as 
ompared to DS, under the same level of delay jitter.Figure 9 illustrates the normalized performan
e, in terms of ESfDoP 2g and ESfDoPg, of thefollowing playout poli
ies: the EfDoP 2g-optimal 9 (� = 0) PO(�), the EfDoP 2g-optimal (� = 0)EO(�). The plots shows that DS is 
onstantly inferior in terms of the variability of dis
ontinuityo

urren
es to both EO and PO. EO guarantees a lower ESfDoP 2g 
ompared to the 
orrespondingPO of the same �, for all k in the presented range (
ompare the 
ouples EO(10)-PO(10) andEO(33)-PO(33)). By in
reasing the granularity of playout manipulation both EO and PO improvesigni�
antly; PO(33) is better than PO(10) and EO(33) is better than EO(10). Noti
e that � = 33leads to an adjustment quantum of 1 mse
, whi
h is equal to the best timing granularity that mostgeneral operating systems support. A larger � would lead to a smaller granularity and an improvedperforman
e but this performan
e would only be a theoreti
al one, sin
e the 
orresponding poli
ywould not be implementable in pra
ti
e. Thus the presented results for � = 33 should be viewed asthe optimal attainable ones.DS in
urs long-lasting dis
ontinuities by not applying any playout regulation at the bu�er ex-tremes, but a
hieves the best ESfDoPg (see, the right graph of Fig. 9). EO(10) and EO(33) follow
losely, while PO(10) and P(33) are mu
h worse.In 
on
lusion, the following should be noted: (1) there is a 
onsistent performan
e tradeo�between DS and EO, with the former (latter) providing a superior ESfDoPg (ESfDoP 2g), a
rossall k; (2) EO 
learly outperforms PO sin
e it provides a better performan
e with respe
t to both
omponents of 
ontinuity, ESfDoPg and ESfDoP 2g. Referring ba
k to Fig. 9 it may be seen thatEO(33) provides for a large redu
tion of variability of dis
ontinuities. For most k, an ESfDoP 2gthat is only 6% of the 
orresponding value of DS is a
hieved (the 
orresponding PO is limited toaround 40-50% of DS). The 
ost for providing this large redu
tion of variability is a small in
reaseby a fa
tor of 1.02 (2% worse) of ESfDoPg as 
ompared to DS (here PO performs poorly, asmu
h as 8 times worse than DS). These results indi
ate that EO(33) 
ould provide a signi�
antlyimproved per
eptual quality as 
ompared to all other poli
ies. Finally, although omitted for brevity,it 
an been shown that EO is mu
h better than the threshold slowdown (TS) poli
y (in [5℄ we have9This is a poli
y that minimizes the variability of DoP under Poisson arrivals. It has been introdu
ed in [5℄.17
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e of di�erent playout poli
ies with respe
t to DS, fordi�erent values of k: PO(10), PO(33), EO(10), EO(33). The Erlang and Poisson poli
ies are ESfDoP 2g-optimal, i.e., theyhave been optimized for the minimization of variability of DoP by sele
ting � = 0. A playout bu�er for 30 frames is used inall the examples.
ompared PO and TS).7 Applying the phase-aware optimal poli
y to a real-worldvideo re
eiverThe obtained EO playout poli
ies indi
ate that the amount of playout regulation required to obtainthe optimal performan
e varies with the regularity, that is, variation, of the frame arrival pro
ess.This observation suggests that an implemented re
eiver should also vary the extent of playoutregulation with varying network jitter.To apply the analyti
ally derived optimal playout poli
y of Se
t. 5 to a real-world PVR, theimplemented version of the derived optimal playout s
heduler must be aware of the total numberof phases in the system upon a presentation 
ompletion instant (say of the nth frame). In theaforementioned analyti
al model the phase o

upan
y pro
ess f~Ing provided that exa
t informationby a

ounting for both the phases 
orresponding to the number of frames already in the bu�er (kInphases), as well as the phases 
ompleted by the ongoing arrival (Jn phases). In an implementedsystem f~Ing is only partially observable, sin
e only one of its 
omponents is dire
tly measurable {kIn, the number of phases that 
orrespond to the bu�ered frames. Jn, the se
ond 
omponent that
ontributes to f~Ing, is unknown.An estimator 
ould be designed to 
arry-out the estimation of Jn and use the obtained result tosele
t the a
tion that 
orresponds to kIn phases plus the estimation of Jn. An estimate Ĵn(En) 
anbe derived by using the last-arrival elapsed time En, whi
h is the interval from the last frame arrival(an) up to the present time of 
ompletion of the nth playout (tn) (see Fig. 3). The s
heduler logs thetime of the last frame arrival and uses it to measure En. Knowing En, the expe
ted number of 
om-pleted phases over that interval 
an be 
omputed, thus providing the estimate Ĵn(En). This methodhas been evaluated by simulation and has presented moderate su

ess. Its performan
e, however,deviates signi�
antly from the theoreti
al performan
e when k is large (k > 35). Additionally, thein
orporation of the estimator adds to the 
omplexity at the re
eiver.We have derived a simple method that 
an over
ome the problems asso
iated with the estimation18
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y)Figure 10: The stru
ture of \
ollapsed" EO poli
ies for di�erent jitter levels, 1 � k � 50. The two plots 
orrespond todi�erent bu�er 
apa
ities: N = 30 and N = 10 (� = 33; � = 0).of the phase. This methods provides a performan
e that is very 
lose to the theoreti
al optimaland is always better than the simulation results obtained for the estimator. We approximate thetheoreti
al phase-aware optimal poli
y, Ropt, by an appropriate phase-unaware10 poli
y, R0opt, thatintrodu
es an equivalent amount of playout regulation (at bu�er extremes) resulting in a similarplayout quality. Our results show that a performan
e very 
lose to the theoreti
al optimal 
an bea
hieved this way.The transformation of the phase-aware poli
y Ropt, 
hara
terized by the fun
tion Ai(Ropt), fork � i � (N + 1)k � 1, to the phase-unaware poli
y R0opt, 
hara
terized by the fun
tion Aui (R0opt),for 1 � i � N , is 
arried out by averaging over the suggested a
tions for ea
h k-tuple of phases,
orresponding to a single frame o

upan
y, and use the averaged a
tion for that frame o

upan
yafter rounding it to the 
losest integer.Aui (R0opt) = round�1=k � (i+1)�k�1Xj=i�k Aj(Ropt)� ; 1 � i � N (10)Figure 10 depi
ts the stru
ture of R0opt for � = 0 and di�erent k, for two bu�er 
apa
ities. Theseplots 
orrespond to phase-unaware versions of the phase-aware poli
y illustrated in Fig. 5. Theyindi
ate that for the minimization of ESfDoP 2g, the playout manipulation ought to \smooth" withk. Figure 11 illustrates that a real-world video re
eiver, equipped with an estimator to determinethe amount of network jitter, 
ould signi�
antly redu
e the variation of the DoP metri
 by applyingthe phase unaware version of the optimal poli
ies, all of whi
h were determined o�-line. Note thatthe lines that 
orrespond to EO(33) and CEO(33) (
ollapsed EO) poli
ies almost 
oin
ide overall k; the theoreti
al EO(33) and the applied CEO(33) poli
ies essentially provide for the sameperforman
e, whi
h is always mu
h better than that under the PO and DS poli
ies.An important question is whether a redu
ed ESfDoPg, ESfDoP 2g is really equivalent to asigni�
antly better visual per
eption. This is a matter that ought to be determined by futureexperiments. Even if it turns out that this is not always the 
ase, it is possible to apply thete
hniques presented in this paper to obtain optimal poli
ies with respe
t to other, perhaps more10We refer to a poli
y R as phase-unaware, if the playout duration depends solely on the number of frames in the bu�er,In, that is, it is independent of Jn. Otherwise, it is referred to as a phase-aware poli
y. Therefore, we 
an 
hara
terize aphase-unaware poli
y R by a fun
tion Aui (R), with 1 � i � N .19



0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

5 10 15 20 25 30 35 40 45 50

no
rm

al
iz

ed
 E

{D
oP

^2
}

PO(33)
EO(33)

CEO(33)

PSfragrepla
ements
ES fDoP 2g(mse
 2)

k (Erlang parameter)Figure 11: The normalized ESfDoP 2g performan
e with respe
t to DS for PO(33), EO(33) and CEO(33) (
ollapsed EO)for di�erent levels of delay jitter, 1 � k � 50 (� = 33; � = 0).suitable, (dis)
ontinuity metri
s.8 Overall system ar
hite
tureIn this se
tion we des
ribe some s
enarios for the exploitation of the developed playout poli
ies inimplemented PVRs.The obtained theoreti
al EO poli
ies, and their 
orresponding implementable CEO poli
ies, areoptimized for a given level of network jitter, 
aptured by the Erlang parameter k. It is known,however, that the jitter in a best-e�ort network 
u
tuates over various time s
ales and is highlya�e
ted by a plethora of parameters su
h as: the 
o-existing traÆ
 mix, the underlying networkte
hnology, the distan
e between the 
ommuni
ating end-points et
. Two time s
ales of parti
ularinterest are: (1) the transient in
reases of jitter in small time periods; (2) the somewhat permanentjitter, that relates to in
reased load in the network, e.g., during the \peak hour" of operation.Most playout s
hedulers in the past literature [1℄ try to monitor the 
urrent level of networkjitter and adjust a

ordingly. When the network jitter is stable, most systems are able to 
on
ealit by applying an appropriate playout algorithm. A phenomenon that 
ompli
ates the operation ofa s
heduler is the existen
e of sharp \delay spikes" (sudden in
reases of the network delay of someframes) whi
h have been reported by various studies [23, 24℄; they are attributed to 
auses su
has: surges of peak traÆ
, administrative fun
tions in routers that result in the distra
tion of theCPU from pa
ket forwarding et
. These delay spikes seriously degrade the presentation quality, ina PVR that otherwise 
an be thought as being in a \steady-state" (having bu�ered enough framesto 
ope with the average jitter). Some systems for pa
ket voi
e 
ommuni
ations [25, 26℄ (whi
hmake use of timing information) operate in a dual mode, with the se
ond mode of operation beingdevoted to the dete
tion and the 
on
ealment of delay spikes. The normal mode of operation usesan estimator, whi
h appre
iates the 
urrent level of jitter, without having to be very \rea
tive",sin
e jitter is assumed to drift rather slowly.Our EO poli
ies 
an be thought as an analogous way of handling the delay variability, with abu�er-oriented s
heduler, destined for pa
ket video 
ommuni
ations. Under a given average jitter(re
e
ted in k), a delay-spike is handled by the playout regulation towards the bu�er extremes(avoiding long-lasting dis
ontinuities: under
ows and over
ows). These delay spikes are modeled20
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Figure 12: Blo
k diagram of an implemented system.by the o

asional peaks of the k-Erlang, moreover, the produ
ed behavior with di�erent k mapswell to the real environment: small k produ
e more peaks, as is the 
ase when the network is
ongested, while larger k result in infrequent peaks. On a larger time s
ale, e.g., oriented towardthe time-of-day load behavior, a PVR 
an swit
h to an appropriate EO poli
y for that jitter level.Figure 12 depi
ts the envisaged implementation; a PVR estimates the 
urrent level of networkjitter by observing the frame interarrivals and \loads" the appropriate, o�-line 
omputed CEOplayout poli
y. The estimation of the average network jitter 
an be performed by a standard linearre
ursive estimator [27℄ that estimates the varian
e of interarrivals, Vi, at the ith playout by usingthe 
orresponding interarrival times, Xi:X̂i = g � X̂i�1 + (1� g) �XiV̂i = h � V̂i�1 + (1� h) � (X̂i�1 �Xi)2 (11)The estimates X̂i, V̂i may be used for the sele
tion of the appropriate k that 
orresponds to the
orrently observed jitter. This 
an be done by using the relationship V arfY g=E2fY g = 1=k whi
hholds true for a k-Erlang distributed random variable Y . Thus an estimate k̂ is obtained by usingk̂ = round((X̂i)2=V̂i). The CEO that 
orresponds to k̂ is loaded from the repository of pre
omputedplayout poli
ies. By letting g; h, in (11) assume large values (
lose to 1) the estimate k̂ remainsstable, in the sense that transient delay-spikes are �ltered-out, not 
ausing unne
essary 
hangesof playout poli
y. Only permanent 
hanges of jitter are allowed to pass the �lter and trigger theex
hange of playout poli
y. Estimators su
h as (11) have been e�e
tively employed in a wide rangeof appli
ations, e.g., in the estimation of the mean and varian
e of round trip delay for TCP [27℄,and in the estimation of jitter for audio playout appli
ations [25, 26℄. In all situations the �lterweights regulate a tradeo� between the a

ura
y of the derived estimation (values 
lose to 1) and theability to qui
kly dete
t 
hanges in the input. In the 
urrent appli
ation the fo
us is on estimationquality, rather than on responsiveness, so high values should be preferred. The exa
t identi�
ationof �lter weights would require some �ne tunning whi
h would jointly 
ater to implementation andoperation environment details and would typi
ally remain �xed as has been the 
ase in most similarappli
ations.If more pre
ise information, regarding the level of network jitter, 
an be gathered in a 
entralauthoritative entity, then it might be meaningful to assign the sele
tion of the appropriate playout21



poli
y to that entity, instead of having ea
h re
eiver de
ide. A poli
y server 
ould generate/storethe playout poli
ies and transmit them to ea
h re
eiver prior to every video 
ommuni
ation.9 Con
lusionsThis paper has 
onsidered the problem of modeling and optimizing a pa
ket video re
eiver fordi�erent levels of delay jitter. To the best of our knowledge, this is the �rst analyti
al model 
apableof 
apturing a wide area of parameters, in
luding: the level of delay jitter, elaborate intrastreamsyn
hronization metri
s, and diverse playout poli
ies. The performan
e evaluation model has beenbuilt around the Ek=Di=1=N queue, whi
h is then generalized into a 
orresponding Markov de
isionpro
ess that is 
apable of deriving the optimal playout poli
y for di�erent levels of delay jitter. TheEk=Di=1=N queue allows for a suÆ
ient modeling of the a
tual input traÆ
 (2 moment mat
hingof the input pro
ess) and 
an be solved eÆ
iently by spe
ialized algorithms. The requirement fora traÆ
 model that does not lead to state-spa
e explosition has been a stri
t one. Noti
e thatthe 
urrent work is not limited to the performan
e evaluation of the aforementioned system, butrather pro
eeds to identify its optimal solution whi
h involves a systemati
 sear
h in the entiresolution spa
e de�ned by all the possible playout poli
ies and all the possible states. The resultingoptimization model has been su

esfully used for the derivation of optimal playout poli
ies for arealisti
 range of delay variability, as identi�ed by a
tual measurements.The gain from the optimization under a k-Erlang distribution for the modeling of frame inter-arrivals has been demonstrated by a numeri
al 
omparison against previous models that make aPoissonian assumption for the input traÆ
. The presented numeri
al results have been used toshow that: (1) the amount of playout manipulation ought to smooth-out with the regularity of theinput traÆ
; (2) a temporal spreading of dis
ontinuities 
an be enfor
ed by the playout s
heduler.This 
an potentially lead to their 
on
ealment by exploiting human per
eptual limitations in thedete
tion of motion. The EO(33) poli
y derived here utilizes this observation to derive a potentiallyimproved playout quality.The theoreti
al optimal playout poli
y has been transformed into an approximately optimal onethat utilizes observable information and it is, thus, feasible to implement. The resulting playoutpoli
ies may be exploited in implemented systems where the delay jitter is known to vary a
rossdi�erent time s
ales. A dual model of operation, similar in 
on
eption to a previous system forspoken voi
e, 
an be 
onstru
ted as follows. A repository of o�-line 
omputed playout poli
iesis 
onstru
ted for di�erent levels of delay jitter, targeting a large s
ale 
hara
terization of traÆ

onditions (
ongestion, high load, low load). A re
eiver uses an estimator to sele
t the poli
y thatbest suits the observed 
onditions and monitors the input traÆ
, issuing 
hanges of playout poli
yonly under permanent 
hanges in traÆ
 
onditions. Transient irregularities in the input (largeunder
ows, 
lustered arrivals) are handled by the regulation of playout rate as enfor
ed by thederived playout poli
ies.A
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Referen
es[1℄ Nikolaos Laoutaris and Ioannis Stavrakakis, \Intrastream syn
hronization for 
ontinuous mediastreams: A survey of playout s
hedulers," IEEE Network Magazine, vol. 16, no. 3, May 2002.[2℄ Donald L. Stone and Kevin Je�ay, \An empiri
al study of a jitter management s
heme forvideo tele
onferen
ing," Multimedia Systems, vol. 2, no. 2, 1995.[3℄ Maria C. Yuang, Shih T. Liang, Yu G. Chen, and Chi L. Shen, \Dynami
 video playoutsmoothing method for multimedia appli
ations," in Pro
eedings of the IEEE InternationalConferen
e on Communi
ations (IEEE ICC), Dallas, Texas, June 1996, p. S44.[4℄ Nikolaos Laoutaris and Ioannis Stavrakakis, \Adaptive playout strategies for pa
ket videore
eivers with �nite bu�er 
apa
ity," in Pro
eedings of the IEEE International Conferen
e onCommuni
ations (IEEE ICC), Helsinki, Finland, June 2001.[5℄ Nikolaos Laoutaris and Ioannis Stavrakakis, \An analyti
al design of optimal playout s
hedulersfor pa
ket video re
eivers," Computer Communi
ations, vol. 26, no. 4, pp. 294{303, Mar. 2003,(An earlier version was presented at the 2nd International Workshop on Quality of FutureInternet Servi
es (QofIS2001), Coimbra, Portugal).[6℄ D. Frankowski and J. Riedl, \Hiding jitter in an audio stream," Te
h. Rep. TR-93-50, Universityof Minnesota Department of Computer S
ien
e, 1993.[7℄ Eitan Altman, Chadi Barakat, and Vi
tor M. Ramos R., \On the utility of FEC me
hanismsfor audio appli
ations," in 2nd International Workshop on Quality of Future Internet Servi
es(QofIS2001), Coimbra, Portugal, Sept. 2001.[8℄ Maria C. Yuang, Shih T. Liang, and Yu G. Chen, \Dynami
 video playout smoothing methodfor multimedia appli
ations," Multimedia Tools and Appli
ations, vol. 6, no. 1, pp. 47{60, Jan.1998.[9℄ Marko Luoma, Mika Ilvesmaki, and Markus Peuhkuri, \Sour
e 
hara
teristi
s for traÆ
 
las-si�
ation in di�erentiated servi
es type of networks," in Internet III: Quality of Servi
e andFuture Dire
tions (VV01), SPIE, Boston, USA, Sept. 1999.[10℄ Cheng Jin and Sugih Jamin, \Design, implementation, and end-to-end evaluation of ameasurement-based admission 
ontrol algorithm for 
ontrolled-load servi
e," in Pro
. Inter-national Workshop on Network and Operating System Support for Digital Audio and Video(NOSSDAV), Cambridge, UK, July 1998.[11℄ B. Adamson, \The mgen toolset," software on-line: http://manima
.itd.nrl.navy.mil/MGEN/.[12℄ M. Conti, \Modeling mpeg s
alable sour
es," Multimedia Tools and Appli
ations, vol. 13, no.2, pp. 127{145, Feb. 2001.[13℄ A. Chimienti, M. Conti, E. Gregory, M. Lu
enteforte, and R. Pi

o, \Mpeg-2 sour
es: Exploit-ing sour
e s
alability for an eÆ
ient bandwidth allo
ation," Multimedia Systems, vol. 8, no. 3,pp. 240{255, 2000. 23



[14℄ G. Latou
he and V. Ramaswami, Introdu
tion to Matrix Analyti
 Methods in Sto
hasti
 Mod-eling, ASA-SIAM series on statisti
s and applied probability, 1999.[15℄ D.M. Lu
antoni, \New results on the single server queue with a bat
h markovian arrivalpro
ess," Sto
hasti
 Models, vol. 7, no. 1, pp. 1{46, 1991.[16℄ D.M. Lu
antoni, K.S. Meier-Hellstern, and M.F. Neuts, \A single server queue with serverva
ations and a 
lass of non-renewal arrival pro
esses," Adv. Appl. Prob., vol. 22, pp. 676{705,1990.[17℄ Dmitry Loguinov and Hayder Radha, \Large-s
ale experimental study of internet performan
eusing video traÆ
," ACM SIGCOMM Computer Communi
ation Review, vol. 32, no. 1, Jan.2002.[18℄ A. L. Truslove, \Queue length for the Ek=G=1 queue with �nite waiting room," Adv. Appl.Prob., vol. 7, pp. 215{226, 1975.[19℄ Mar
el F. Neuts, Matrix-Geometri
 Solutions in Sto
hasti
 Models - An Algorithmi
 Approa
h,Dover Publi
ations, 1995.[20℄ G Latou
he, P. A. Ja
obs, and D. P. Gaver, \Finite markov 
hain models skip-free in onedire
tion," Naval Resear
h Logisti
s Quarterly, vol. 31, pp. 571{588, 1984.[21℄ Mark Claypool and Jonathan Tanner, \The e�e
ts of jitter on the per
eptual quality of video,"in ACM Multimedia '99, Orlando, FL, USA, 1999.[22℄ Sheldon M. Ross, Applied Probability Models with Optimization Appli
ations, Dover Publi
a-tions, New York, 1992.[23℄ Jean-Chrysostome Bolot, \End-to-end pa
ket delay and loss behavior in the Internet," in SIG-COMM Symposium on Communi
ations Ar
hite
tures and Proto
ols, Deepinder P. Sidhu, Ed.,San Fran
is
o, California, Sept. 1993, ACM, pp. 289{298, also in Computer Communi
ationReview 23 (4), O
t. 1992.[24℄ Vern Paxson, \End-to-end internet pa
ket dynami
s," in SIGCOMM Symposium on Commu-ni
ations Ar
hite
tures and Proto
ols, Cannes, Fran
e, Sept. 1997.[25℄ Rama
handran Ramjee, Jim Kurose, Don Towsley, and Henning S
hulzrinne, \Adaptive play-out me
hanisms for pa
ketized audio appli
ations in wide-area networks," in Pro
eedings of theConferen
e on Computer Communi
ations (IEEE Info
om), Toronto, Canada, June 1994, pp.680{688, IEEE Computer So
iety Press, Los Alamitos, California.[26℄ Sue B. Moon, Jim Kurose, and Don Towsley, \Pa
ket audio playout delay adjustment: perfor-man
e bounds and algorithms," ACM/Springer Multimedia Systems, vol. 5, no. 1, pp. 17{28,Jan. 1998.[27℄ Van Ja
obson and Mi
hael J. Karels, \Congestion avoidan
e and 
ontrol," in SIGCOMMSymposium on Communi
ations Ar
hite
tures and Proto
ols. ACM, Nov. 1998.24



[28℄ Henk C. Tijms, Sto
hasti
 Modelling and Analysis: A Computational Approa
h, John Wiley& Sons, 1986.A Value-iteration algorithmThe value-iteration algorithm is parti
ularly suitable for MDPs with a large state-spa
e. Contraryto poli
y-iteration and linear-programming solutions { whi
h in ea
h iteration require the solutionof a linear system of equations of size equal to the state-spa
e of the problem { the value-iterationalgorithm avoids large systems of equations by using a re
ursive solution from dynami
 program-ming.The algorithm is based on the 
omputation of a sequen
e of value-fun
tions, Vn(i): 8i 2 S andn = 1; 2; : : :, whi
h approximate the minimal average 
ost per unit time. In the following we outlinethe operation of the algorithm. A good referen
e for more details is [28℄.Step 0: Sele
t the initial value fun
tion V0(i) su
h that: 0 � V0(i) � mina 
i(a);8i 2 S. Set n = 1.Step 1: Update the value fun
tion Vn(i);8i 2 S by using:Vn(i) = mina2A�
i(a) +Xj2S pij(a)Vn�1(j)�and identify the poli
y Rn, whi
h at the nth iteration, minimizes the right side of this equationfor all i 2 S.Step 2: Compute the upper, Mn, and lower, mn, bound by using:Mn = maxj2S fVn(j)� Vn�1(j)g mn = minj2S fVn(j)� Vn�1(j)gThe algorithm 
ompletes, returning the desired poli
y Ropt = Rn, when 0 �Mn�mn � ��mn,where � is a (small) toleren
e number. Otherwise, pro
eed to Step 3.Step 3: Set n = n+ 1 and go to Step 1.
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