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Abstract—The design of efficient information dissemination
mechanism is a challenging problem in large-scale network with
respect to the number of messages and termination time. In this
paper, advertisement and searching – the two basic ingredients of
information dissemination – are investigated and certain criteria
are proposed with respect to the correctness, promptness and
fairness of the approach. Based on the complementarity of both
advertisement and searching, the aforementioned criteria can
be satisfied under certain conditions, which form the baseline
of design principles for efficient information dissemination, as
analytically – also using numerical results – is investigated here.

Keywords-Information Dissemination; Dominating Sets; Large-
scale Networks;

I. INTRODUCTION

Information dissemination in modern network environments
– like peer-to-peer (P2P) networks, autonomic networks, ad
hoc networks, sensor networks, etc. – that are typically large-
scale, is a challenging problem, with respect to the number
of messages and termination time as the number of nodes
increases. Information dissemination mechanisms are part of
many proposed and implemented algorithms and network
protocols. For example, in routing it is common for appropriate
messages to be send in the network advertising or searching
for a certain destination (and tracking the route towards the
particular destination). Both advertising and searching may be
seen as complementary ingredients of a particular information
dissemination approach. Complementary in the sense an inten-
sive advertisement would cover a larger network area (than less
intensive), thus allowing for less intensive searching. The study
of this particular complementary nature of the dissemination
information ingredients, is basically the focus of this work.

A first obvious but costly approach to information dissemi-
nation (for both the advertisement and the searching phasse) is
traditional flooding, [1]. Under traditional flooding all network
nodes receive a certain message which eventually traverses all
network links resulting in a number of messages of the order
of N 2, while the optimal is N − 1 messages for a network of
N nodes (e.g., forwarding messages over the branches of an
overlay spanning tree). Termination time, is significantly small
and upper bounded by the network diameter, typically of the
order of log(N).

If traditional flooding is used for the advertisement, it is

interesting to note that searching is obsolete since the dissem-
inated information has reached all network nodes. Similarly, if
it is a priori known that searching will employ flooding, there
is no need at all for advertisement, since all network nodes
will eventually be reached when searching for the particular
piece of information. Another approach is to use probabilistic
flooding, [2], [3], [4], [5], that probabilistic ensures that all
network nodes will receive the particular message with high
probability (e.g., that means that some nodes may not receive
the particular message) and the number of message will be
significantly reduced (of the order of log(N), for appropriate
values of the forwarding probability, [4]). Termination time is
increased but not that significantly (remains of the order of
log(N).

Even if probabilistic flooding is employed, still a large
number of messages is required in a way that it is prohibitive
in large-scale network to allow global network outreach infor-
mation dissemination policies. For this reason, variations of
flooding have been proposed. For example, regarding search-
ing in the Gnutella P2P system, [6], a TTL (Time-To-Live)
value L is used to restrict message flooding to a small number
of hops around the node that has initiated searching (to be
called hereafter the initiator node). This approach, referred to
hereafter as L-flooding, may be scalable for small values of L
but at the same time it significantly reduces the probability of
locating the requested node(s) of interest in large P2P networks
(i.e., large values for N ).

Other approaches, like random walks, e.g. [7], have been
proposed to reduce the total number of messages by sending
a limited number of special messages (agents) in the network.
Each of them follows its own path by choosing randomly the
next hop node. Messages terminate their walk either after some
time (e.g., TTL expiration) or after checking with the initiator
node and learning that the node of interest has already been
discovered by another message, or a combination of both.
Hybrid probabilistic schemes (e.g., a local flooding process
initiated after a random walk) have also been proposed and
analyzed, [8], as well as other schemes that adapt the employed
TTL values in a probabilistic manner, [9]. Another modifi-
cation, [10], allows for network nodes to forward messages
to their neighbors in a random manner, thus significantly
reducing the number of messages in the network. Many other



works have been published proposing the selective forwarding
of a certain message in the network, e.g., [11], [12], [13], [14],
[15].

Recently, more elaborate ideas on random walkers have
been introduced attempting to fill the gap between traditional
flooding and single random walkers. For example, the idea
of random walkers with jumps, [16], has been introduced in
order to move random walkers to “different” network areas
and avoid the problem of “oversampling” a certain network
area. The idea of multiple random walkers, [17], has also been
introduced allowing a random walker to “split” according to a
certain splitting policy and move towards different network
directions. These, approaches, apart from the fact that it
has been shown to improve both coverage and termination
time when compared to a single random walker, still employ
a probabilistic mechanism, as opposed to the deterministic
mechanism employed by traditional flooding. Consequently,
any argument with respect to their performance is made “with
high probability” being based – basically – on averaged values.

Some approaches (e.g., flooding) result in an increased
number of messages but they always (ignoring the possibility
of system faults) return a correct reply (i.e., the initiator node
location is always retrieved if it is available in the network,
otherwise a negative reply is returned) within a certain time
limit (which may be increased depending on the network
diameter). Other approaches (e.g., Gnutella) do not always
return a correct answer (i.e., the particular piece of information
might be in the network but the searching mechanism may
fail to locate it), even though replies are sent within certain
time limits and the number of messages is bounded. In other
cases (e.g., random walkers), the time required until a reply
is received may become significantly high in order to get a
correct reply. Furthermore, this particular treatment should be
applied to all network nodes in a suitable manner.

An important aspect of advertisement and searching is their
complementary nature. In particular, this complementarity
property reveals a tradeoff in the intensity of the two phases
and by selecting the intensity and the mechanism for one
of them, it is possible to shape expectations for the other
one, which is analytically investigated in this paper. Given
a searching mechanism and intensity, the (complementary)
advertisement can be designed and parameterized so that the
combined (complementary) dissemination information process
meats important criteria such as correctness (i.e., reach the
appropriate set of nodes), promptness (i.e., meet certain time
limits) and fairness (i.e., equally apply all criteria to all
network users).

In order to study the aforementioned complementarity, a
certain searching policy is assumed here – similar to L-
flooding as it is the case in Gnutella, [6] – such that any
initiator network node that is searching for a particular peace
of information (e.g., a service, a file, a route) sends messages
to all network nodes that are located at most L hops away.
L is regarded as a measure of the intensity of the particular
searching policy and is an important factor regarding of
the intensity of the (complementary) advertising phase, as

mentioned before. Actually, by defining the form of searching,
this gives further flexibility on studying advertisement.

Subsequently, in order to satisfy all the aforementioned
criteria for the given searching process and intensity, the adver-
tisement process should be able to disseminate the particular
piece of information of interest at most L hops away from any
network node. The latter property, to be referred to hereafter as
the L-property, can be satisfied by many different algorithms
(e.g., flooding-based, random walks). As it is expected and as
it is shown in the subsequent analysis included in this paper, a
suitable selection of L may allow for reducing the total number
of messages.

On the other hand, as it is shown here, when minimization of
the number of messages sent during the advertisement process
is required, this turns out to be a dominating set problem, [18],
that is known to be NP -hard and requires global network
knowledge. Consequently, it is not a suitable approach for
network environments of normally large number of nodes, due
to the introduced high overhead both in time and number of
messages.

II. PROBLEM DEFINITION

The aim in this section is to exploit the complementary
nature of both advertisement and searching by setting certain
requirements for the former phase derived from a careful
consideration of the latter phase. Obviously, from the latter
phase it is required to satisfy both the correctness criterion
(i.e., to reach a certain set of nodes) and the promptness
criterion (i.e., certain time limits to be satisfied). Assume that
searching employs a L-flooding algorithm for searching in the
area of nodes located at most L hops away from any initiator
node u. Given that the searching policy is only allowed to look
for the required information in the area of L hops away from
any network node, the particular information must be available
in the particular area, otherwise the correctness criterion will
not be satisfied (further discussion on L is provided in Section
IV). Subsequently, it is the role of the advertisement policy to
satisfy this particular criterion. Before going into the details,
some useful definitions are given next.

Let the undirected graph G(V, E) represent a network with
a certain set of nodes V and a set of bidirectional edges E
among nodes. Let |X | denote the number of elements or size
of a particular set X . For the rest the number of nodes |V | in
the network will also be noted as N (N = |V |).

Assume that A piece of information to be disseminated is
initially located at a certain node s, which will be referred
to hereafter as the information node. The objective of the
advertisement process is to inform a subset of the network
nodes Va ⊆ V about the location of the information node
s. Depending on the particular case, it may be required the
advertising process to reach all network nodes (Va = V ) or
only a small portion of them (|Va| < |V |).

Since information about the information node is initially
available at node s, the advertisement process is assumed to be
initiated by the particular node and sent to the network. Based
on the particular algorithm employed by the advertisement



process, a certain advertising network is created consisting
of those nodes that have received information about the
information node s (i.e., set Va) and those links over which
the particular messages were forwarded (i.e., set Ea). Let
A(Va, Ea, s) denote the particular advertising network created
for the network represented by graph G(V, E), when the
particular piece of information of interest is initially located at
node s, for the particular advertisement policy. The number of
links |Ea| has an important meaning since they correspond to
a lower bound of the number of messages sent in the network
during advertisement and twice this number (i.e., 2|Ea|) to an
upper bound. In asymptotic terms, the number of messages
are of the order of Θ(|Ea|). For the rest and for convenience,
|Ea| will be assumed to be the number of messages of the
corresponding advertising policy.

Depending on the particular advertisement policy (actually,
on the particular algorithm employed), the resulting advertis-
ing network A(Va, Ea, s) may be different. For example, if
traditional flooding is used, then the resulting networks will be
identical to G(V, E) since all links and nodes of the network
will be traversed by the flooded messages (Va ≡ V and
Ea ≡ E). If probabilistic flooding is used, [4], then all network
nodes (i.e., Va ≡ V ) will be reached with high probability, [4],
but a smaller number of links will be traversed (i.e., Ea ⊂ E),
for suitable values of the forwarding probability, [4].

Clearly, for the particular searching policy considered in
the beginning of this section, the requirement is for a(n)
(complementary) advertisement policy such that the resulting
advertisement network satisfies the L-property formally de-
fined next.

Definition 1: The L-property: For a particular network
G(V, E), for which the information of interest is located at
the information node s, the advertising network A(Va, Ea, s),
for a certain advertisement policy, satisfies the L-property, iff
for all nodes u ∈ V there exists at least one node v ∈ Va,
such that du,v ≤ L.

The following section focuses on those advertising networks
that satisfy the L-property and most important, on the com-
plementary nature with respect to searching.

III. THE L-NETWORK

For a given network G(V, E) and a certain information node
s, it may be possible to create more than one advertising
networks A(Va, Ea, s) that satisfy the L-property. Take for
example the network depicted in Figure 1.a and Figure 1.b,
where the information of interest is located at information node
13. For both cases an advertising network is also depicted and
it is easy to see that both advertising networks satisfy the 2-
property.

One possible way to create an advertising network that
satisfies the L-property is to allow, for example, a random
walker to node in the network for a sufficiently long time
period such that the trace of nodes through which the random
walker moved in the network is at most L hops away from
an network node. Probabilistic flooding, [4], may also be used

as well as other approaches already proposed in the literature
(see Section I).
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a. |Ea| = 9. b. |Ea| = 10.

Fig. 1. Example G(V, E) network where the information of interest is
located at the information node 13 and the corresponding advertising network
A(Va, Ea, 13). The set of nodes Va and the set of edges Ea are colored with
dark grey.

Clearly, the advertising network depicted in Figure 1.a is
preferable to the one depicted in Figure 1.b since the number
of links is smaller. Smaller number of links for the advertising
network means fewer messages required to create it and since
both advertising networks satisfy the 2-property, the preference
is one the one requiring fewer messages to be created. The
smaller number of messages required to create an advertising
network that satisfies the L-property, for a certain value of
L, is actually the lower bound of the number of messages
achievable under any advertising algorithm that aims to satisfy
the L-property for a particular network and the searching
policy considered in Section II, and provides for a suitable
comparison basis among different approaches (e.g., flooding,
probabilistic flooding, random walker, etc.).

As it was presented so far, both criteria of correctness
and promptness are satisfied when the advertisement network
satisfies the L-property, for some value of L. Advertisement is
responsible to create such an advertisement network. However,
the minimization of the messages in the network should also
be considered. Therefore, apart from creating an advertisement
network satisfying the L-property, advertisement has to use
the smallest possible number of messages. Eventually, the
advertising network will be a L-network as defined next.

Definition 2: The L-network: An advertising network
A(Va, Ea, s) for a particular network G(V, E) that satisfies
the L-property, is an L-network iff the number of links |E a|
is the minimum among all advertising network A(Va, Ea, s)
that satisfy the L-property for the particular network G(V, E).

There can be more than one L-network for each particular
case, as it is depicted in Figure 2, where both advertising
networks are 2-networks (note that |Ea| = 4 for each case)
but consist of different set of nodes and different set of links.
For any different L-network it is clear that the number of
links is the same and let EL denote the particular (minimum)
number of links.

An important and easily proved property of a L-network is
given by the following lemma.

Lemma 1: A L-network is a tree. In addition, |Va| = |Ea|+
1 = EL + 1.
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a. b.

Fig. 2. Different forms of a 2-network.

Proof: A L-network is an advertising network so it is a
connected network since the advertisement process is initiated
by the information node and consists of messages forwarded
hop by hop according to the employed advertisement algo-
rithm.

Since the L-network is by definition connected, and given
that the requirement is the minimization of the number of
links, it is clear that it does not contain any cycle in its
topology (if it did, it could be removed and therefore, it would
not be a L-network in first place). By definition, a network
topology that is connected and contains no cycles is a tree.

Expression |Va| = |Ea| + 1 = EL + 1, is a direct result
from the fact that a L-network is a tree.

Any algorithm that creates a L-network requires global
information (i.e., knowledge of G(V, E)) and no polynomial
time, i.e., any algorithm that creates a L-network is a NP -hard
algorithm. This is easily derived from the fact that problem of
creating any L-network is actually identical to a dominating
set problem, [18], that is NP -hard.

The NP -hard nature of the problem and the requirement for
global information, makes any attempt to propose any such
algorithm for the advertisement process unsuccessful, when
the particular network environment of large number of nodes
is considered. On the other hand, any L-network, provides
the minimum number of messages that are required for the
creation of a certain advertising network satisfying the L-
property, and it is another means for the evaluation of any
future proposal for advertisement. Definitely, an important fac-
tor in this consideration is the suitable value of L, investigated
in the following section.

IV. ON THE APPROPRIATE VALUE OF L

Let K ⊆ V be the particular set of nodes that will,
eventually, initiate a searching phase. For any node u ∈ Va

(i.e., nodes that have received information about the in-
formation node location during advertisement phase) it is
clear that no searching is required and the information is
retrieved immediately. Consequently, the focus is on those
nodes J = K \ K ∩ Va). Assume for simplicity that these
nodes will simultaneously start searching after termination of
advertisement.

For any node u ∈ J , let hu(L) denote the number of
messages sent during searching. Assuming that the advertising

network A(Va, Ea, y) is a L-network, the corresponding num-
ber of messages will be equal to the number of the network
links EL. Eventually, the total number of messages H(L)
required for information dissemination (for both advertisement
and searching), is given by,

H(L) = EL +
∑

∀u∈J

hu(L). (1)

The study of the aforementioned expression of H(L) would
provide for the particular value of L, denoted as LH , for
which the minimum number of messages (i.e., H(LH)) is
assumed. Unfortunately, it is not possible – in the general
case – to derive an analytical expression for EL and hu(L)
and therefore, it is not possible – in the general case – to derive
a closed expression for LH . On the other hand it is possible to
make some interesting observations. It is important to note that
EL depends on the advertisement policy and

∑
∀u∈J hu(L) on

the searching policy. The complementary nature of both phase
will be carefully investigated next by studying both elements
of Equation (1).

As L increases, EL decreases. For L = 0 (which is the case
that all network nodes are aware about the information node
s), EL = N + 1. For large values of L (e.g., L = N − 1
for the special case of a line topology where the information
node is located at the end point of the line), EL = 0 (i.e., no
need to advertise since the network nodes will look for it in
the entire network). On the other hand, as L increases, hu(L)
increases. For L = 0, hu(L) = 0. For large values of L as
before, hu(L) = |E|. Eventually,

∑
∀u∈J hu(L) = |J ||E|.

The complementary nature of both processes allows for
different scenarios as L increases. The focus next is on the
particular case case for which a global minimum of H(L) is
assumed for L = LH , LH > 0, as depicted in Figure 3.a.
The derivation of LH is based on the attempt to minimize the
overall number of messages in the network H(L) (constraint
efficiency), given by Equation (1). LH may not be suitable
for those cases that searching has to terminate within a certain
time period (i.e., constraint promptness). Suppose, for exam-
ple, that searching is required to terminate within T time units.
Assuming that the messages are sent during searching require
one time unit to be processed and forwarded accordingly, and
if the notification message about the information node location
requires one time unit (sending back a message is faster since
it does not require to be processed in the intermediate nodes),
it is evident that it takes at most L + 1 time units to retrieve
the information and terminate the searching. Consequently,
L + 1 ≤ T should be satisfied in order for the promptness
criterion to be satisfied.

Let LT = T + 1 denote the upper bound of L for which
the promptness criterion is satisfied. If LH < LT and L is set
to LH , then the promptness criterion is satisfied and the total
number of messages H(L) is minimized. If LH > LT , then
it is not possible to achieve minimum number of messages
and at the same time satisfy the promptness criterion. For this
particular case, the most suitable selection for L is LT , in
order to satisfy the promptness criterion and at the same time



the total number of messages H(L) to be small as possible
(even though not minimum since for this case LH �= LT ).
Figure 3.a is helpful with respect to the aforementioned two
cases.
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Fig. 3. Example of H(L) as a function of L and number of messages for
advertisement (EL) and for searching (

∑
∀u∈J hu(L)).

Figure 3.b provides simulation results for a small grid
network of 16 nodes for various values of L and for J = 1.
The number of messages both for advertisement (EL) and
searching (

∑
∀u∈J hu(L)) are depicted. The results are in

accordance with the previous analysis (as L increases, EL

decreases until 0 and
∑

∀u∈J hu(L) increases until a certain
value). H(L) appears to assume a minimum value for L = 1.

V. CONCLUSIONS AND FUTURE WORK

In this paper the information dissemination ingredients –
advertisement and searching – have been investigated. Ad-
vertisement – responsible to disseminate certain pieces of
information to a certain subset of the network nodes – is
complementary to searching in the sense that the less intensive
the advertisement, the more intensive the searching should be.

Therefore, in order to facilitate the design of an effective
information dissemination mechanism, a set of criteria (i.e.,
correctness, promptness, fairness) were introduced. Eventually,
given a searching mechanism and intensity, the (complemen-
tary) advertisement phase can be designed and parameterized
so that the combined (complementary) phases meat the afore-
mentioned criteria. Therefore, searching was considered as
employing L-flooding – in the area of at most L hops away
from any network node – and consequently, advertisement was
responsible for disseminating information at most L hops away
from any network node.

In the sequel, the conditions were studied under which
the resulting dissemination information mechanism satisfies
the aforementioned criteria. Many of the existing approaches
(e.g., flooding-based, random walks) may be utilized for the
aforementioned advertisement phase. When minimization of
the number of messages sent during the advertisement phase
is required, this turns out to be a dominating set problem
that is known to be NP -hard and requires global network
knowledge. Consequently, this is not a suitable approach for
network environments with normally large number of nodes,
due to the introduced high overhead both in time and network
resources.

Future work will focus on further evaluation of the approach
considered here using simulation results. Approaches like
random walks, replicated random walks, random walks with
jumps, will be used for both advertisement and searching in
order to derive the conditions under which a particular in-
formation dissemination approach satisfies the aforementioned
criteria.
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