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Abstract

This paperproposesCUR a protocolfor performing
Controlled Update Propagationto maintain cachesof
metadatan peerto-peernetworks. To moderateprop-
agationwithout imposing a global policy, CUP intro-
ducesthe notion of individual nodeinvestmenteturn
CUP allows eachnodeto determinewhenit haseco-
nomicincentve to receve andto propagataipdates.A
nodeparticipatesn propagatioronly whenthe benefit
(investmenteturn) it securegrom receving andpropa-
gatingupdateutweighsts costof propagation.

We extensiely evaluatethe CUP protocol in main-
taining cachef metadatdor locatingcontentin peer
to-peernetworks. We demonstratehat propagatiornof
updatesreducesthe averagelateny of contentsearch
gueriesby as much as an order of magnitudeacrossa
variety of workloads. We proposeand evaluatethe use
of popularity-basedncentvesto drive a nodes propa-
gationpolicy. Theseincludeincentivesbasedon prob-
abilistic aswell ashistory-basednodelsof investment
return. Using thesepolicies, we shav that CUP nodes
recover their propagationoverheadby a factor of 2 to
300, thusoffering aleanbut powerful protocol.

1 Intr oduction

Peerto-peer networks are self-omganizing distributed
systemswhere participating nodes both provide and
recevve servicesfrom eachotherin a cooperatie ef-
fort without distinguishedoles as pure clients or pure
seners. Peefto-peer networks have recently gained
much attention, primarily becauseof the great num-
ber of featuresthey offer applicationsthat are built on
top of them. Thesefeaturesinclude scalability avail-
ability, faulttolerancedecentralizeédministrationand
anorymity.

Along with thesedesirablefeatureshascomean ar-
ray of technicalchallenges.For example,a fundamen-
tal problemin peerto-peersystemsis that of locating
content. Giventhe nameor a setof keyword attributes
(metadata)f an objectof interest,how do you locate
the objectwithin the peerto-peernetwork? Most peer
to-peernetworks return a set of metadatan response
to a searchquery This metadataypically consistsof

index entriesthat point to the locationsof nodesthat
sene replicasof the contentof interest,but could also
include other information such as pricing, trust, con-
nectionspeed,or load information abouttheseserving
nodes.

Recentwork suggeststhat metadata-basedearch
gueriesfor locating contentcan be a performancebot-
tleneckin peerto-peersystemdCRSBO02]. As aresult,
designer®f peerto-peersystemsuggestachingmeta-
dataat intermediatenodesthat lie on the pathtaken by
asearchquery[gnu, SBK02, RFHT 01, SMKT01]. We
referto this asPath Cacing with Expiration (PCX) be-
causecachedmetadatantriestypically have expiration
timesafterwhichthey areconsideredtaleandrequirea
new search.

PCX s desirablebecausét distributesqueryloadfor
popularmetadatatemsacrossnultiple nodesijt reduces
latengy, andit alleviateshot spots.However, little atten-
tion hasbeengiven to how to maintain theseinterme-
diate caches.The cachemaintenanceroblemis chal-
lengingbecausé¢he peerto-peemodelassumeshatthe
global set of valid metadatawill changeconstantlyas
peernodesjoin andleave the network, contentis added
to and deletedfrom the network, andreplicasof exist-
ing contentareaddedto alleviate bandwidthcongestion
at nodesholding the content. Nodesthat cachemeta-
datato sene queriesin a moretimely fashionneedto
know aboutchangesto the metadatato sene queries
better Keepingcachedmetadataup-to-datetherefore
requirestracking which metadatdatems needto be up-
dated,aswell astrackingwheninterestin updatingpar
ticularitemsat eachcachehassubsidedo avoid unnec-
essaryupdatepropagatiorfor the maintenancef these
items.

In this paperwe proposea protocol for perform-
ing Controlled UpdatePropagationCUP) to maintain
cachesof metadatain a peerto-peernetwork. CUP
asynchronouslpuilds cacheof metadatavhile answer
ing searchqueries.It thenpropagatesipdatesof meta-
datato maintainthesecaches. To moderatethis prop-
agation,CUP introducesthe notion of individual node
investmenteturn Ratherthanimposinga global prop-
agationpolicy, in CUR nodesreceve andpropagateip-
datesonly whenthey have personakconomicincentive



todoso. Thisoccurswhentheinvestmenteturn(or ben-
efit) anodesecuredy propagatioroutweighghe costof
propagatiorandthus,all overheads recovered.

A node proactively receves updatesfor metadata
items from a neighboronly if the nodehasregistered
interestwith the neighbor A nodethat proactiely re-
ceives an updatefor a metadatatem savesitself from
handlinga follow-up queryfor the sametem that, with-
out the applicationof the update would otherwisemiss
at the node. Handling a missinvolves generatingnet-
work traffic to forwardthequeryonto ones neighbor(s)
andto receve aresponseTherefore from anodes per
spectve,arecevedupdates justifiedif theupdatesaves
the nodefrom the costof handlingqueries.A nodewiill
only have interestin receving updatesaslong asit con-
tinuesto receve queriesfor thatitem.

In CUR eachnodeusesits own incentive-basegol-
icy to determinewhento cut off its incomingsupply of
updatesfor an item. This way the propagationof up-
datesis moderatecanddoesnot flood the network. We
introduceseveral popularity-basedncentivesto drive a
nodes decisionsto receve metadataupdates.The first
classof policiesis probabilisticwherea nodecomputes
the probability that a receved updateis justified using
an estimateof the numberof nodesthatdependon this
nodefor answergto queriesfor the item. The second
classis “history-based, wherethe node compareshe
ratio of queryarrivalsto updatearrivalsin asliding win-
dow of updatearrivals. Thesepoliciesfavor thereceipt
of updatedor popularitemssincetheseitemsgenerate
gueriesmostoften.

Similarly, nodesdecideindividually whento propa-
gateupdatedo interestedheighbors. This is necessary
becaus@anodemaynotalwaysbeableor willing to for-
ward updatedo interestedheighbors.In fact, a nodes
ability or willingnessto propagateupdatesmay vary
with its workload. A salientfeatureof CUPis thateven
whena nodes capacityto pushupdatesbecomesero,
nodesdependenbn the nodefor updatesfall back to
the caseof PCX andincurno overhead.

We compareCUP againstPCX undertypical work-
loadsthat have beenobsened in measurementsf real
peerto-peernetworks. We shov that CUP reduceshe
averagequery latengy by asmuchasan order of mag-
nitude. CUP propagationoverheadis more than com-
pensatedor by its savings in cachemisses. The cost
of savred missescan be two to 300 times the cost of
updatespushed. Finally, since nodesmake propaga-
tion decisionsindependentlyand without coordination
from othernodes CUPis simpleto implementwhichis
crucialfor a peerto-peemetwork with potentiallythou-
sandof participants.

2 Background Terminology

The following terms give some backgroundon how
structuredbeerto-peemetworks performtheir indexing
andlookup operations.Thesehelp clarify the descrip-
tion of CUPoverstructurechetworksin thenext section.

Node This is a nodein the peerto-peernetwork.
Each node periodically exchanges‘keep-alve” mes-
sageswith its neighborsto confirm their existenceand
to triggerrecovery mechanismshouldoneof theneigh-
borsfail.

Global Index: A fundamentaloperationin a peer
to-peernetwork is that of locating content. The basic
ideain structurecpeerto-peemetworksis thata hashing
schemamapskeys (hamesof contentfiles or keywords)
onto a virtual coordinatespaceusing a uniform hash
function that evenly distributesthe keys to the space.
Thecoordinatespacesenesasa globalindex thatstores
index entrieswhich are (key, value)pairs. The valuein
anindex entry is a pointer (typically an IP address}o
thelocationof a nodethatstoresareplicaof the content
associatedavith the entry’skey. Therecanbe severalin-
dex entriesfor the samekey, onefor eachreplicaof the
content.

Authority Node EachnodeN in a structuredpeerto-
peersystemis dynamicallyallocateda subspacef the
coordinatespacdi.e.,apartitionof theglobalindex) and
all index entriesmappednto its subspacareownedby
N. We referto N asthe authoritynodeof theseentries.
Replicasof contentwhosekey correspondso anauthor
ity nodeN sendbirth messageso N to announcehey
arewilling to sene the content. Dependingon the ap-
plicationsupportedreplicasmight periodicallysendre-
freshmessageto indicatethey arestill servinga piece
of content.They mightalsosenddeletionmessagethat
explicitly indicatethey are no longer servingthe con-
tent. Thesedeletionmessageanotify the authoritynode
to deletethe correspondingndex entryfrom its local in-
dex directory

Localindex directory. Thisis the subsebf globalin-
dex entriesownedby anode.

Seach Query. A searchquerypostedat a nodeN is
arequesto locatea replicafor key K. The responseo
suchasearchqueryis a setof index entriesthat pointto
replicasthatsene the contentassociateavith K.

Seach/RoutingMedanism In structurednetworks,
whena nodeissuesa queryfor key K, the querywill be
routedalongawell-definedpathwith aboundechumber
of hopsfrom the queryingnodeto the authority node
for K. The routing mechanisiris designedso that each
nodeon the pathhasheX usingthe samehashfunction
to deterministicallychoosewhich of its neighborswill
sene asthe next hop. The CUP protocolis awareof but
neitheraffectsnor is affectedby the underlyingrouting
mechanism.



QueryPath for Key K: Thisis thepathasearchquery
for key K takes.Eachhoponthequerypathis in thedi-
rectionof the authoritynodethatownsK. If aninterme-
diatenodeon this pathhasunexpiredentriescachedthe
pathendsat the intermediatenode; otherwisethe path
endsattheauthoritynode. Thereverseof this pathis the
ReverseQueryPath for key K.

PCX Recently researcherfiave suggestedaching
metadatawith expirationtimesalongthe reversequery
path[gnu, SBK02,RFHT01, SMK*01] asthequeryre-
sponséds propagatediown to the queryingnode.

Cadhedindex entries This is the set of index en-
tries cachedby a nodeN in the processof passingup
gueriesandpropagatingdown queryresponse$or keys
for which N is nottheauthority Thesetof cachedndex
entriesandthelocal index directoryaredisjoint sets.

Lifetimeof index entries Eachindex entry cachedat
anodehasassociateavith it alifetime duringwhichit is
consideredreshandafterwhichit is consideredxpired.

3 CUP Protocol Design

We give a brief overview of CUP andthendescribethe
component®f the CUP protocolin detail.

3.1 CUP Overview

CUP is not tied to ary particular searchmechanism
andthereforecanbe appliedin both networksthat per
form structuredsearchas well as networks that per
form unstructuredsearch.As describedabove, in struc-
turedsearchqueriedollow awell-definedpathfrom the
qgueryingnodeto an authority node that holds the in-
dex entriespertainingto the query [RFHT01, RD01a
SMK*01, ZKJ01]; in unstructuredsearchguerieshap-
hazardlytravel throughthe network via flooding or ran-
domwalksin searchof index entries[gnu, LCCt02].

In theinterestof spacejn this paperwe describeand
evaluatehow CUP works to maintain cachesof index
entriesin structuredpeerto-peernetworks. The basic
ideais thatevery nodein the peerto-peemetwork main-
tainstwo logical channelgper neighbor: a query chan-
nel and an updatechannel. The query channelis used
to forward searchqueriesfor objectsof interestto the
neighborthatis closesto theauthoritynodeholdingthe
entriesfor thoseobjects. The updatechannelis usedto
forward queryresponsesisynchronouslyo a neighbor
andto updateindex entriesthatarecachedatthe neigh-
bor.

Queriesfor anitem travel “up” the querychannelof
nodesalongthe pathtoward the authoritynodefor that
item. Updatedravel “down” the updatechannelsalong
the reversepathtaken by a query Figurel shows this
processTheprocesof queryingfor itemsandupdating
cachedindex entriespertainingto thoseitemsforms a
CUP tree, similar to an application-le&el multicasttree
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Figure1l: CUP Query& UpdateChannels.4; and A,
areauthoritynodesfor someobjects. A queryarriving
at node NV, for anitem for which A, is the authority
is pushedonto querychannel@, to N;. If N; hasa
cachedunexpired entry for theitem, it returnsit to No
throughUy, . Otherwise,it forwardsthe querytowards
A;. Any updatefor anitem originating from authority
node A; flows downstreamto N; which may forward
it onto N, throughUy,. The analogougrocessholds
for queriesat N; for itemsfor which A, is oneof the
authoritynodes.

whereverticesarepeernodesinterestedn receving up-
datesfor cachedndex entries.

The query channelenables'query coalescing”. If a
noderecevestwo or morequeriesfor anitem for which
it doesnot have a freshresponsethe nodepushesonly
oneinstanceof thequeryfor thatitem upits querychan-
nel. This approachcanhave significantsavingsin traf-
fic, becausdurstsof queriesfor anitem are coalesced
into a singlerequest.Throughsimplebookkeeping(set-
ting aninterestbit) the noderegistersthe interestof its
neighborssoit knowswhich of its neighborgo pushthe
gueryresponséo whenit arrives.

The cascadedpropagationof updatesfrom author
ity nodesdown the reversepathsof searchquerieshas
mary advantages.First, updatesextendthe lifetime of
cachedentriesallowing intermediatenodesto continue
servingqueriedrom theircachesvithoutre-issuingnew
queries. It hasbeenshowvn that up to fifty percentof
contenthits at cachesare instanceswvherethe content
is valid but staleand thereforecannotbe usedwithout
first beingre-validated[CKO1c]. Theseoccurrenceare
calledfreshnessisses Seconda nodethat proactiely
pusheaupdatedo interestedcheighborsreducests load
of querieggeneratedby thoseneighbors. Third, thefur-
therdown anupdategetspushedtheshorterthedistance
subsequerqueriesneedto travel to reachafreshcached
answer As a result, searchquery lateng is reduced.



Reducingsearchguerylateng is importantbecause¢he

usemustwait until thesearchlgueryhassuccessfullye-

turnedasetof index entriesbeforechoosingrom which

replicanodeto downloadthe content. Finally, updates
canhelp preventerrorsby invalidatingoutdatedentries.
For example,an updateto deletea freshbut invalid in-

dex entry preventsa nodefrom erroneouslyanswering
gueriesusingthe entrybeforeit expires.

3.2 CUP Update Types

We classify updatesinto three categories: deletes,re-
freshes,and appends.Deletes,refreshesand appends
originatefrom thereplicasof a pieceof contentandare
directedtoward the authority nodethat owns the index
entriesfor thatcontent.

Deletesare directivesto remove a cachedindex en-
try. Deletescanbetriggeredby two events: 1) areplica
sendsamessagéndicatingit nolongersenesa pieceof
contentto the authority nodethat ownsthe index entry
pointingto thatreplica. 2) The authoritynodenoticesa
replicahasstoppedsending‘k eep-alve” messageand
assumethereplicahasfailed. In eithercasetheauthor
ity nodedeletesthe correspondingndex entry from its
local index directoryandpropagateshe deleteto inter-
estedheighbors.

Refreshesredirective messagethatextendthe life-
timesof cachedndex entries.Refreshesghatarrive ata
cachedo not preventerrorsasdeletesdo, but help pre-
ventfreshnessnisses.

Finally, appendsredirectivesto addindex entriesfor
new replicasof content. Theseupdateshelp alleviate
the demandfor contentfrom the existing setof repli-
cassincethey addto the numberof replicasfrom which
clientscandownloadcontent.

3.3 CUP NodeBookkeeping

At eachnode,index entriesaregroupedogetheiby key.
For eachkey K, the nodestoresa “Pending-Response”
flag thatindicateswhetherthe nodeis waitingto receve
aresponsedo a queryfor K, andan interestbit vector
Eachbit in the vectorcorrespondso a neighborandis
setor cleardependingon whetherthat neighboris or is
notinterestedn receving updatedor K.
Eachnodetracksthe popularityor requesfrequengy
of eachnon-localkey K for which it recevesqueries.
The popularitymeasurdor a key K canbe the number
of queriedfor K anoderecevesbetweerarrivalsof con-
secutve updatesfor K or a rate of queriesin a sliding
window of time. Onanupdatearrival for K, anodeuses
its popularity measureo re-evaluatewhetherit is ben-
eficial to continuecachingandreceving updatedor K.
We elaborateon this cut-off decisionin Section4.4.
Nodebookkeepingin CUPinvolvesno network over-
headandafew megabytedor hundredsf thousand®f

entries.With increasingCPU speedsaandmemorysizes,
this bookkeepingis negligible whenwe considerthere-
ductionin querylateng achieved.

3.4 Handling Queriesin CUP

Uponreceiptof aqueryfor akey K, therearethreebasic
casego consider In eachof the casesthe nodeupdates
its popularitymeasurdor K andsetsthe appropriatebit
in the interestbit vector for K if the query originates
from a neighbor Otherwise,if the queryis from a lo-
cal client, the nodemaintainsthe connectioruntil it can
returna freshanswerto the client. To simplify the pro-
tocol descriptionwe usethe phrase‘pushthe query”to
indicatethata nodepushesa queryupstreantowardthe
authoritynode. We usethe phrasée‘pushthe updateto
indicatethata nodepushesanupdatedownstrearrin the
directionof thereversequerypath.

Casel: FreshEntries for key K are cached. The
nodeusesits cachedentriesfor K to pushthe response
to the queryingneighboror local client.

Case2: KeyK is not in cache. The nodeaddsK
to its cacheandmarksit with a Pending-Responsitag.
Theflag’s purposeis to coalesceourstsof queriesfor K
into onequery A subsequenqueryfor K will be sup-
pressedsincethe nodeis alreadyawaiting the response
for thefirst queryof the burst. Querycoalescingesults
in significantnetwork savings, for both PCX and CUR
In someof theworkloadswe evaluate coalescedjueries
canform upto 90 percentof thetotal numberof queries
thatmiss.

With every query push, a timer is setso that if the
gueryresponsas delayed,the nodepushesup another
query

Case3: All cachedentries for key K have expired.
The node must obtain the freshindex entriesfor K. If
thePending-Respondtagis set,thenodedoesnotneed
to pushthe query; otherwise the nodesetsthe flag and
pusheghequery

3.5 Handling Updatesin CUP

A key featureof CUP is thata nodedoesnot forward
anupdatefor K to its neighborsunlessthoseneighbors
have registerednterestin K. Thereforewith somelight
bookkeeping,CUP doesnot pushunwantedupdates.

Uponreceiptof an updatefor key K therearethree
casego consider

Casel: Pending-Responsdlag is set. This means
thattheupdates aqueryresponsearryingasetof index
entriesin responséo a query Thenodestorestheindex
entriesin its cache,clearsthe Pending-Responstag,
and pusheghe updateto neighborswhoseinterestbits
aresetandto local client connection®penat thenode.

Case2: Pending-Responsdlag is clear. If all the
interestbits for K are clear the node decideswhether



it wantsto continuereceving updatesfor K. The node
basests decisionon K’s popularitymeasureEachnode
usesits own policy for decidingwhetherthe popularity
of akey is high enoughto warrantreceving furtherup-
datesfor it. If the nodedecidesK’s popularityis low,
it pushesa Clear-Bit control messagéo the senderof
the updateto notify it thatis no longerinterestedn K’s
updatesOtherwise jf the popularityis high or someof
the neighbors interestbits are set,the nodeappliesthe
updateto its cacheandpusheghe updateto thoseneigh-
bors.

Notethata nodecanchoosenotto pushupdatedor a
key K to interestecheighbors.This forcesdownstream
nodesto fall backto PCX for K. However, by choos-
ing to cut off downstreampropagationa noderunsthe
risk of receving subsequengueriesfrom its neighbors
whichwould costit more,sinceit mustbothreceve and
respondo thesequeries.Therefore althougheachnode
hasthe choiceof stoppingtheupdatepropagatiorat ary
time, it is in its bestinterestto pushupdatesor which
thereareinterestecheighbors.

Case3: Incoming update has expired. This could
occur whenthe network path haslong delaysand the
updatedoesnot arrive in time. The nodedoesnot ap-
ply the updateand doesnot pushit downstream.If the
Pending-Respondag is setthenthe nodere-issuesan-
otherqueryfor K andpushest upstream.

3.6 Handling Clear-Bit Messagesn CUP

A ClearBit controlmessagés pushedby a nodeto in-
dicateto its neighborthat it is no longerinterestedn
receving updatedfor a particularkey from that neigh-
bor.

Whenanoderecevesa Clear-Bit messagéor key K,
it clearstheinterestbit for the neighborfrom which the
messageavassent. If the nodes popularitymeasurdor
K is low andall of its interestbits are clear the node
alsopushes ClearBit messagéor K. Thispropagation
of Clear-Bit messagesoward the authority nodefor K
continuesuntil a nodeis reachedwherethe popularity
of K is high or whereatleastoneinterestbit is set.

ClearBit messagesanbe piggybacledonto queries
or updatesntendedfor the neighbor or if thereareno
pendingqueriesor updatesthey can be pushedsepa-
rately.

3.7 NodeArri vals and Departuresin CUP

Thepeerto-peemodelassumethatparticipatingnodes
will continuouslyjoin and leave the network. CUP
mustbeableto handlebothnodearrivalsanddepartures
seamlessly

Arri vals. Whena newv nodeN entersa structured
peerto-peernetwork, it becomegesponsibldor a por-
tion of anothernode M’s shareof the global index

andbecomeshe authority nodefor thoseindex entries
mappedinto that portion. N, M, and all surrounding
affectednodes(old neighborsof M) updatethe book-
keepingstructureghey maintainfor indexing androut-
ing purposes. This is a necessaryart of maintaining
the connectvity of ary structuredpeerto-peernetwork
whenthe setof nodesin the network changes.

For CUPR the issuesat handare updatingthe interest
bit vectorsof theaffectednodesanddecidingwhatto do
with theindex entriesstoredat M. This may requirebit
vectortranslation.For example,if anodethatpreviously
had M asits neighbornow hasN asits neighbor the
nodemustmake the bit ID thatpointedto M now point
toN.

To dealwith its storedindex entries,M could sim-
ply not handover ary of its entriesto N. This would
causeentriesat someof M’s previous neighborsto ex-
pire andsubsequerueriesfrom thosenodeswould es-
tablishnew updatepropagationgrom N. Alternatively,
M could give a copy of its storedindex entriesto N.
Both N and M would then go througheachentry and
patchtheir bit vectors. Both solutionsareviable. The
first solutionrequiresno bit translationbut temporarily
losesthe CUP updatebenefitsandbehaveslike PCX for
the untransferreentries. The secondsolutiongetsthe
CUP benefitsfor the transferredentries,at the expense
of transferringhemandperformingthebit vectorpatch-
ing. Themetadatandbit vectorsfor thousand®f index
entriescanbe compressedhto a few kilobytesandcan
bepiggybacledontomessagethatarealreadybeingex-
changedo reconfigurethe topology Oncethe transfer
occurs,the bit vector patchingis an in-memory local
operationthatwith today's CPUandmemorycapacities
takesonly afew secondgor afew million entries.

Departures. Node departurescan be either grace-
ful (planned)or ungraceful(dueto suddenfailure of a
node). In eithercasethe peerto-peerindex mechanism
dictatesthata neighboringnodeM take overthedepart-
ing nodeN'’s portion of the global index. To support
CUR the interestbit vectorsof all affectednodesmust
be patchedo reflectN’s departure.

If N leavesgracefully N canchoosenot to handover
to M its index entries.Any entriesat surroundingnodes
thatweredependenon N to be updatedwill simply ex-
pire and subsequenguerieswill establishnenv update
propagations. Again, alternatvely N may give M its
setof entries. M mustthen memge its own set of in-
dex entrieswith N's, by eliminatingduplicateentriesand
patchingthe interestbit vectorsasnecessaryif N's de-
partureis dueto afailure, therecanbe no hand-wer of
entriesandall entriesin the affectedneighboringnodes
will expireasin PCX.



4 Evaluation

The main goal of CUP is to continuouslyhanestthe
benefitsof PCX. In doing so, therearetwo key perfor
mancequestionsto address.First, by how muchdoes
CUP reducethe averagequerylateny? Secondhow
muchoverheaddoesCUP incurin providing this reduc-
tion?

We first definethe notion of a CUP tree. We usethis
definitionto presenticostmodelbasedn economian-
centive usedby eachnodeto determinewhento cut off
the propagatiorof updatedor a particularkey. We give
a simple analysisof how the costper queryis reduced
(or eliminated)throughCUPR. We thendescribeour ex-
perimentalresultscomparingthe performanceof CUP
with thatof PCX.

41 CUPTrees

Figure2 shavs a snapshobf CUPin progresdor anet-
work with sevenpeernodes.Theleft half of eachnode
shavsthe setof keysfor which thenodeis theauthority
Theright half shows the setof keys for which the node
hascachedndex entriesasaresultof handlingqueries.
For example,nodeC owns K1 andK2 andhascached
entriesfor K3, K4, andK5.

The processof queryingfor a key K and updating
cachedndex entriespertainingto K formsatreewhich
we referto asthe Real CUP Tree This tree, denoted
R(A,K), is similar to an application-leel multicasttree
andhasasits root the authoritynodeA for K. The ex-
actstructureof R(A,K) depend®n the actualworkload
of queriesfor K. The branchesof the tree are formed
by the pathstraveledby queriesfrom othernodesin the
network. For example,in Figure2, thetreeR(C,K1) has
grown branch{F, D, C} astheresultof a queryfor K1
atnodeF. Updatedor K1 originateattheroot (authority
node)C andtravel down thetreeto interestechodesA,
D, E, andF. The entireworkloadof queriesfor all keys
resultsin a collectionof criss-crossindReal CUP Trees
with overlappingbranches.

We definethe SpanningCUP Treefor key K, S(A,K)
asthetreethat containsall possiblequery pathsfor K.
This is the tree that would be generatedoy issuing a
qgueryfor K from everynodein thepeerto-peemetwork.
For example,in Figure2, S(C,K1)is rootedat C (level
0), hasnodesA, B, D, E atlevel 1, andnodes- andG at
level 2.

4.2 CostModel

ConsideranodeN within spanningreeS(A,K) thatis at
distanceD from A. We definethe costperqueryfor K
at N asthe numberof hopsin the peerto-peernetwork
that mustbe traversedto returnan answerto N. When
aqueryfor K is postedat N for thefirst time, it travels
towardA. If noneof thenodesbetweerN andA have a
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Figure2: CUPTrees

freshresponseachedthe costof thequeryatN is 2D:
D hopsupandD hopsfor therespons¢o travel down. If
anodeonthequerypathhasa freshanswercachedthe
costis lessthan2D. Subsequemueriesfor K atN that
occurwithin thelifetime of the entriesnow cachedat N
have a costof zero. As aresult,cachingat intermediate
nodescansignificantlylower averagequerylateng.

We can gaugethe performanceof CUP by calculat-
ing the percentagef updatesCUP propagateshat are
“justified”, i.e., thosewhosecostis recoveredby a sub-
sequentjuery Updatesfor popularkeys arelikely to be
justifiedmoreoftenthanupdatedor lesspopularkeys.

A refreshupdateis justified if a queryarrivessome-
time betweerthe previousexpirationof thecachecdentry
andthe new expirationtime suppliedby the refreshup-
date. An appendupdateis justifiedif atleastonequery
arrives betweenthe time the appendis performedand
the time of its expiration. Finally, a deletionupdateis
justified if at leastone query arrives betweenthe time
the deletionis performedandthe expirationtime of the
entryto bedeleted.

For eachupdate)et T' bethecritical time interval de-
scribedabove duringwhich a querymustarrivein order
for the updateto be justified. Considera nodeN at dis-
tanceD from A in R(A,K). An updatepropagatedionn
to N is justifiedif atleastonequeryis postedwithin 7'
time units at ary of the nodesof the spanningsubtree
S(N,K). For example,if we assumea Poissonqueryar-
rival rate A of onequerypersecondat nodesin S(N,K)
andT = 6, thenthe probability thatan updatearriving
atN is justifiedis 1 — e =1 — e~1*6 = 99,

Thebenefitof ajustified CUPupdategoesbeyondjust
recovery of its cost. For eachhopajustified updateu is
pusheddown to the root N of subtreeS(N,K), exactly
onehopis sared sincewithout u’s propagationgntries
in all nodesof S(N,K) will expire andthe first subse-
guentquerylanding at a node N; in S(N,K) within T



time unitswill causewo hops,from N to its parentand
back. This halvesthe numberof hopstraveledbetween
N andits parentwhichin turn reducegjuerylateng. In

factall subsequemueriespostedsomavherein S(N,K)

within T" time unitswill benefittrom N recevingu. The
cumulative benefitanupdateu bringsto subtreeS(N,K)

increasesvhenN is closerto the authority nodesince
thereis a higherprobability that querieswill be posted
within S(N,K). We define“investmenteturn” asthe cu-

mulative savingsin hopsachiezedby pushingajustified

updateto nodeN. The experimentsshow thatthereturn
is largeevenwhenCUP’s reductionin lateng is modest
andis substantiallylarge whenthe lateng reductionis

high.

4.3 Experiment Setupand Metrics

We evaluateCUP by comparingit with PCX with coa-
lescing. We perform our simulationexperimentsusing
modelsderived from measurementsf real peerto-peer
workloads[Mar02, SGG02 LCC*+02, Sri01].

For our experiments, we simulate a content-
addressableetwork (CAN) [RFHT01] usingthe Stan-
ford Narsessimulator[MGBO1]. Again, we stressthat
CUP is independenbf the specificsearchmechanism
usedby the peerto-peernetwork and canbe usedasa
cachamaintenancerotocolin any peerto-peemetwork.

As in previous studies(e.g., [RFHT01, SMK+01,
RDO01h CRSB02,RKCD01,RD013g ZKJ01]), we mea-
sure CUP performancen termsof the numberof hops
traversedin the overlay network. Miss costis thetotal
numberof hopsincurredby all misses,i.e. freshness
and first-time misses. CUP overheadis the total num-
berof hopstraveledby all updatesentdownstreanplus
the total numberof hopstraveledby all clearbit mes-
sagesupstream.(We assumeclearbit messagearenot
piggybacled onto updates. This somevhat inflatesthe
overheadmeasure.) Total costis the sum of the miss
costandall overheachopsincurred. Notethatin PCX,
thetotal costis equalto the misscost Average queryla-
tencyis the averagenumberof hopsa querymusttravel
to reacha freshanswemlusthe numberof hopsthe an-
swer musttravel downstreamto reachthe nodewhere
the querywasposted. For coalescedjueries,we count
the numberof hopseachcoalescedquery waits until
the answerarrives. Thus, the averagelateng is over
all queries,including hits, coalescedmissesand non-
coalescednisses.

We computdnvestmenteturn(IR) astheoverallratio
of savedmisscostto overheadncurredby CUP:

IR = MissCostpcx — MissCostoyp
- OverheadCostcyp

Thus,aslong asIR is greaterthanor equalto 1, CUP
fully recoversits cost.

The simulationtakesasinput the numberof nodesin
the overlay peerto-peernetwork, the numberof keys
owned per node, the distribution of queriesfor keys,
the distribution of query inter-arrival times, the num-
ber of replicasper key, the lifetime of index entriesin
the system,and the fraction of an entry’s lifetime re-
mainingat which refreshedor the entry arepushedout
from the authority node. We presentexperimentsfor
n = 2% nodeswherek rangesfrom 7 to 14. After a
warm-upperiodfor allowing thepeerto-peemetwork to
connectthe measuredimulationtime is 3000seconds.
Since both Poissonand Pareto query inter-arrival dis-
tributions have beenobsened in peerto-peererviron-
ments[LCC*T02, Mar0Z, we presentexperimentsfor
bothdistributions. Nodesarerandomlyselectedo post
gueries.We alsoperformedexperimentswherequeries
are postedat particular“hot spots”in the network and
found similar results. These,as well as other results
which we omit in the interestof space,can be found
elsavhere[Rou02.

We presentesultsfor experimentawvhereindex entry
lifetimesarefive minutesandrefreshe®ccuroneminute
beforeexpiration. We choosethesevaluesto reflectthe
dynamicand unpredictablenatureof peerto-peernet-
works. It hasbeerfoundthatthemedianusersessiordu-
rationof apeeris approximatelysixty minutegSGGO03.
However, contentmay becomeavailableon a peeror be
deletedfrom the peerat ary point during the userses-
sion. Thisresultsin actualcontentavailability thatis on
the orderof a few minutes[CLLO2]. We thereforetake
the safeapproachof validating that the contentis still
available every few minutes. This is alsoin line with
designersf structuredpeerto-peernetworks who ad-
vocateperiodicrefreshegkeep-alve messaged)etween
the peersstoringreplicasof a particularcontentandthe
authority nodefor that contentfRFHt01, RDO1a]. If
therewere someway to ensurethatlifetimes of entries
couldbesetfor longer, thenwe find that CUP continues
to provide benefitsalbeitreducedsincePCX would in-
cur fewer misses. Unfortunately making suchguaran-
teeswould require placing a global availability policy
acrossautonomougpeernodes.

We presensix setsof experimentsFirst,we compare
the effect on CUP performanceof differentincentie-
basedcut-off policiesand comparethe performanceof
thesepoliciesto thatof PCX. Secondusingthebestcut-
off policy of the first experiment,we study how CUP
performsas we scalethe network. Third, we study
the effect on CUP performanceof varying the topology
of the network by increasingthe averagenodedegree,
thusdecreasinghe diameterof the network. Fourth,we
studytheeffecton CUP performancef limiting theout-
going updatecapacitiesof nodes. Fifth, we study how
CUPperformswhenqueriesarrivein bursts,asobsened



Tablel: Total costperkey perqueryratefor varyingcut-off policies.

Policy 1 g/s Total Cost | 10 g/s Total Cost | 100 g/s Total Cost | 1000 g/s Total Cost
PCX 61568(1.00) 154502(1.00) 476420(1.00) 22968691.00)
Linear, a = 0.25 55475(0.90) 72022(0.47) 49341(0.10) 196650(0.09)
Linear, = 0.10 41281(0.67) 34311(0.22) 47132(0.10) 196650(0.09)
Logarithmic,a = 0.5 31658(0.51) 27311(0.18) 47785(0.10) 196797(0.09)
Logarithmic,a = 0.25 30683(0.50) 24695(0.16) 48330(0.10) 196797(0.09)
Second-chance 16958(0.28) 23702(0.15) 48330(0.10) 196797(0.09)
Optimalpushlevel 15746(0.26) 23696(0.15) 45325(0.095) 153309(0.07)

with Paretointer-arrivals. Thesefive experimentsshow
the perkey benefitsof CUP whenkeys are queriedfor
accordingto a uniform distribution. In the last experi-
ment, we show the overall benefitsof CUP whenkeys
arequeriedfor accordingto a Zipf-lik e distribution.

4.4 Varying the Cut-Off Policies

As discussedn Section4.2, the propagatiorof updates
is beneficialonly if the updatesare justified; when a
nodes incentie to recevve updatesor a particularkey
fadescontinuingupdatepropagatiorio thatnodesimply
wastesnetwork bandwidth. Therefore gachnodeneeds
anindependenanddecentralizedvay of controllingits
intake of updates.

Webaseanodesincentiveto receveupdategor akey
onthepopularityof thekey atthenode. Themorepopu-
lar akey is, themoreincentivethereis to receve updates
for thatkey, becaus@ipdatedor thatkey aremorelikely
to bejustified. For akey K, the popularityis thenumber
of queriesanodehasrecevedfor K sincethelastupdate
for K arrivedatthe node.(Note thatthe popularitymet-
ric is node-dependerdnd could be definedin another
way suchaswith a moving averageof queryarrivalsfor
K.)

We examinetwo typesof thresholdsagainstwhich to
testakey’s popularitywhenmakingthecut-off decision:
probability-basedndhistory-based.

A probability-basedhresholdusesthe distanceof a
nodeN from the authority node A to approximatethe
probability that an updatepushedto N is justified. Per
ourcostmodelof sectiord.2,thefurtherN isfrom A, the
lesslikely anupdateat N will bejustified. We examine
two suchthresholdsa linearoneandalogarithmicone.
With alinearthresholdf anupdatefor key K arrivesat
anodeat distanceD andthe nodehasrecevved at least
aD queriedor K sincethelastupdatefor someconstant
a > 0, thenK is consideregopularandthe nodecon-
tinuesto receve updatedor K. Otherwisethenodecuts
off its intake of updatedor K by pushingup a clearbit
message The logarithmicpopularity thresholdis simi-
lar. A key K is popularif thenodehasreceveda lg(D)
gueriessincethe lastupdate.Thelogarithmicthreshold
is more lenientthanthe linear in that it increasesat a
slower rateaswe move away from theroot.

A history-basedhresholdis onethatis basedon the
recenthistoryof thelastn updatearrivalsatthenode. If
within n updatesthe nodehasnotrecevedary queries,
thenthe key is not popularand the node pushesup a
clearbit messageA specificexampleof a history-based
policy is the “second-chanceolicy”, n = 2. Whenan
updatearrives,if no querieshave arrived sincethe last
update the policy givesthe key a “secondchance”and
waits for the next update. If at the next update,still
no queriesfor K have beenreceied, the node pushes
a clearbit message The philosophybehindthis policy
is that pushingthesetwo updatesiown from the nodes
parentcoststhe sameasonequerymissoccurringatthe
node,sincea query missincursone hop up to the par
entandonehopdown. This meansthatjust onequery
arriving at the nodebetweerthe first updateandthe ex-
piration of the secondupdateis enoughto recover their
propagatiorcost.

Tablel compare$?CXwith CUPusingthelinearand
logarithmicpolicesfor variousa valueswith CUPusing
seconcchanceandwith a versionof CUPthatdoesnot
useary cut-off policy but insteadpushesupdatesuntil
the optimal pushlevel is reached.To determinethe op-
timal pushlevel we make CUP propagateupdatedo all
gueryingnodesthatareat mostp hopsfrom the author
ity node.By varyingthe pushlevel p, we determinethe
level which achiezesminimumtotal cost. This is shovn
by the row labeled“optimal pushlevel” andusedasa
baselineagainstwhich to comparePCX and CUP with
the cut-off policiesdescribed.

In Tablel we shaw thecut-off policy resultsfor anet-
work of 1024 nodesand PoissonA ratesof 1, 10, 100
and 1000 queriesper second. In eachtable entry, the
first numberis the total costandthe numberin paren-
theseds the total costnormalizedby the total costfor
PCX. First, we seethat regardlessof the cut-off pol-
icy used,CUP outperformsPCX. Secondfor the lower
gueryrates,the performanceof the linearandthe loga-
rithmic policiesis greatlyaffectedby the choiceof pa-
rametein, whereador thehigherqueryratesthechoice
of a is lessdramatic.Theseresultsshowv thatchoosinga
priori ana valuefor the linearandlogarithmicpolicies
thatwill performwell acrossall workloadsis difficult.

For the higherqueryrates,the history-basedecond-



Table2: PerKey Comparisorof CUPwith PCX for varyingnetwork sizes,Poissorarrivalsof 1 query/second.

Network Size 128 256 512 1024 2048 4096 8192 16384
CUP/PCXMissCost 0.10 0.10 0.15 0.17 0.19 0.22 0.20 0.21
PCXAvgLal (o) T51(2.77) | 2.67(3.96) | 4.49(5.92) | 6.74(8.25) | 11.01(12.11) | 17.47(17.49) | 29.29(27.79) | 45.56(40.31)
CUPAvgLat (o) 0.21(1.10) | 0.46(1.60) | 1.25(3.19) | 2.17(437) | 4.18(7.13) | 7.70(11.28) | 11.48(15.08) | 19.17(23.75)
TRICUPOVhdHop 415 4388 6.29 7.83 11.43 16.14 2485 35.08

chancepolicy performscomparablyto the probability-
basedolicies,andfor thelowerqueryratesoutperforms
the probability-basedolicies. In fact, acrossall rates,
the second-chancpolicy achiezesatotal costvery near
the optimal pushlevel total cost. In all remainingex-

perimentswe usesecond-chancasthe cut-off policy.

4.5 Scalingthe Network

In this sectionwe study CUP performanceaswe scale
the sizeof the network.

Table2 compare€UPandPCXfor network sizesbe-
tween2” = 128 and2!* = 16384 nodesfor a Poissom
rateof 1 querypersecond.Thefirst row shovsthe CUP
misscostasa fractionof thePCX misscost. Thesecond
andthird rows shav the averagequerylateng in hops
for PCXandCUPrespectiely. Thenumberin parenthe-
sesis the standarddeviation. As canbe obsened, CUP
reducesaveragequerylateng respectiely by 9.77,and
17.81,and 26.39 hopsfor the 4096, 8192, and 16384
nodenetworks. This is a substantiafreductionin aver
agequerylateng thatimproveswith increasinghetwork
size. Comparingthe standarddeviations of CUP and
PCX we seethat CUP also haslessvariability around
its averagequerylateng.

Thefourth row in Table2 shovsthe IR peroverhead
pushperformedoy CUP. We obseneagrowthin therate
of returnwith 16.14,24.85,and35.98for the lastthree
network sizes. Thesenumbersare quite strong,consid-
eringthatthe overheads completelyrecovered.

Figure3 shovsthelR of CUPversusetwork sizefor
Poissorwith A = 1, 10, 100,and 1000queriesper sec-
ond. Fromthefigurewe seethatfor aparticularnetwork
size,if we increasethe queryratethe IR increasesand
for a particularqueryrate, if we increasethe network
size,the IR alsoincreasesThis demonstratethat CUP
scalego higherqueryratesandhighernetwork sizes.

4.6 Varying the Network Topology

In general,different peerto-peernetworks exhibit dif-

ferenttopologiesandthusdifferentnetwork diameters.
The particulartopologycreateddepend®n the protocol
thepeemodeauseto join thenetwork andto keepit con-
nected. The CAN designis basedon a d-dimensional
coordinatespace with our experimentsthusfar having

beenfor d = 2. Increasingthe numberof dimensions
resultsin a topology where nodeshave higher degree
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Figure3: IR vs. netsize.(Log-scaleaxes.)

andthe network hassmallerdiameter Smallerdiameter
meanghatthe averagepathlengthof a queryon a miss
is shorterfor bothPCX andCUR whichimpliesthatthe

benefitsof CUP may belesspronounced.On the other
hand, CUP total updatecostalsodecreasesincethere
will be shorterdistancedor updatedo travel. As are-

sult, we find that CUP continuesto provide significant
savzingsin termsof bothoveralltotal cost,lateng reduc-
tion, andIR peroverheadoush.

In this setof experimentswe study the effect of in-
creasingthe numberof CAN dimensionson a network
with 1024nodes.The dimensionghoserfor this exper
imentare?2, 3, 5, and10. Thesedimensionsresultin
network diametersof 24,12, 8, and8 respectrely. (For
anetwork of 1024nodesjncreasingeyondfive dimen-
sionsdoesnotreducethe network diameterary further)
Thequeriesarriveaccordingo aPoissorprocesswith A
rateof 1, 10, 100,and1000queriesper second.Figure
4 shavsthelR versughequeryratefor eachdimension.
From the figure we seethat the curvesfor dimensions
5 and 10 arevery similar becausahey have equalnet-
work diameters.We alsoseethatdimension2 achieves
the highestIR acrossll queryrates,andthatthe IR de-
creaseswith dimension. However, even for the higher
dimensiong5 and10),thelR is atleast2.1for 1 g/sand
increaseso 36.6for 1000q/s.

4.7 Varying Outgoing Update Capacity

Our experimentsthus far shov that CUP outperforms
PCX underconditionswhereall nodeshave full outgo-
ing updatecapacity A nodewith full outgoingcapac-
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ity is anodethatcananddoespropagatell updatesor
which thereareinterestecheighbors.In reality, anindi-
vidual nodes outgoingcapacitywill vary with its work-
load, network connectvity, andwillingnessto propagate
updatesin this sectionwe studythe effecton CUP per
formanceof reducingthe outgoing updatecapacityof
nodes.

We presentan experimentrun on a network of 1024
nodes. In this experiment,after a five minutewarmup
period,we randomlyselecttwenty percentof the nodes
andreducetheir outgoingcapacityto a fraction of their
full capacity Thesenodesoperateat reducedcapacity
for ten minutesafter which they returnto full capacity
After anotheffive minutesfor stabilizationwerandomly
selectanotherset of twenty percentof the nodesand
reducetheir capacityfor ten minutes. We proceedthis
way for the entire 3000 secondsduring which queries
are posted,so capacityloss occursthreetimes during
the simulation.

Figure5 shavstheratio of CUPtotal costto PCXtotal
costversuscapacityc for this experimentand for four
differentPoissonqueryratesA. The capacityc ranges
from 0, implying that no updatesare propagatedto 1,
wherenodeshave full outgoingcapacity ¢ = .25 means
thata nodeis only capable/willingof pushingout one-
fourththeupdatest receves.

Note that even when one fifth of the nodesdo not
propagateary updatesthe total costincurredby CUP
is abouthalf that of PCX. As the outgoingcapacityin-
creasesthe total costdecreasesmoothlyuntil ¢ = 1
where CUP achievesits full potential. A key obsena-
tion from theseexperimentsis that CUP’s performance
degradeggracefullyasthe capacityc decreasesThis is
becauseeductionin updatepropagatioralsoresultsin
reductionof its associatedverhead. Thereforethe ca-
pacityreductionshouldbe seenasa missedopportunity
for higherreturnsratherthanasan overall loss. Clearly
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Figure5: Total costratio vs. updatepropagatiorcapac-
ity

though, CUP achievesits full potentialwhenall nodes
have maximumpropagatiorcapacity

4.8 ParetoQuery Arri vals

Recentwork hasobsenedthatin somepeerto-peemet-
works, queryinter-arrivals exhibit burstineson several
time scales[Mar02], making the Paretodistribution a
good candidatefor modelingtheseinter-arrival times.
Therefore,in this sectionwe compareCUP with PCX
underParetointer-arrivals.

TheParetodistribution hastwo parameterassociated
with it: theshapgparametex: > 0 andthescaleparame-
ter k > 0. Thecumulatve distribution functionof inter-
arrival time durationss F'(z) = 1— (ﬁ)a. Thisdis-
tribution is heavy-tailedwith unboundedrariancewhen
a < 2. Fora > 1, theaveragenumberof queryarrivals
per time unit is equalto @ Fora <= 1, theex-
pectationof aninter-arrival durationis unboundecdand
thereforethe averagenumberof queryarrivals pertime
unitis 0.

We ran experimentsfor a rangeof a and k values
but canonly presentepresentatie resultshere. Table3
comparesCUP with PCX for o equalto 1.25and 1.1
respectiely for a network of 1024 nodes. We setthe
valueof k in eachrun sothatthe averagerateof arrivals
@ equalsl, 10,100,and1000queriespersecondo
matchthe X rateof the Poissorexperimentsn previous
sections.

As a decreasedoward 1, query interarrivals be-
comemorebursty. Queriesarrive in morefrequentand
moreintensebursts,followedby idle periodsof varying
lengths.If anidle periodoccasionallyfallsin theheavy-
tail portion of the Paretodistribution (i.e., it is a very
long idle period),thensecondchanceCUP propagation
costcould be unrecaerable,sincethe next query may
arrive long afterthe cachedentry hasexpired. However,
CUP doeswell underbursty conditionsbecausevhen



Table3: PerKey, PerQueryRateComparisorof CUPwith PCX for Paretoarrivals.

Average Rate (g/s) 1 1 10 10 100 100 1000 1000
Pareto rate (a) 1.25 1.1 1.25 1.1 1.25 1.1 1.25 1.1
CUP/PCXMissCost 0.24 0.14 0.08 0.07 0.07 0.09 0.08 0.08
PCXAvgLat(o) 7.77(9.28) | 6.99(9.43) | 3.84(8.41) | 4.01(8.75) | 1.75(5.88) | 1.61(5.53) | 1.00(4.02) | 1.10(4.16)
CUPAvgLat(o) 3.16(5.75) | 1.71(4.44) | 0.42(3.03) | 0.37(2.80) | 0.13(1.66) | 0.15(1.71) | 0.08(1.17) | 0.09(1.24)
IR/CUPOvhdHop 6.41 7.49 13.09 16.03 43.25 53.57 223.97 293.30

it is ableto refresha cachebeforea burst of queries,it
sasesa large penaltywhich by far outweighsary unre-
coveredoverheadhatoccursduringtheoccasionalyery
longidle period. Thereforeyefreshinghecachen time
providesgreateibenefitawith increasingourstinessThe
table resultsconfirm this. In going from o = 1.25 to
a = 1.1, we seethattheaveragequerylateng reduction
CUP achievesgenerallyimprovesandthe IR increases
for all queryrates.

4.9 Zipf-lik e Key Distrib utions

A recentstudyhasshaown that queriesfor multiple keys
in a peerto-peernetwork follow a Zipf-lik e distribu-
tion, with a small portion of the keys gettingthe most
querieg[Sri01]. Thatis, the numberof queriesreceved
by the i’'th most popularkey is proportionalto z% for
constant.

In this sectionwe compareCUP with PCX in a net-
work of 1024nodeswhereeachnodeownsonekey. The
guerydistribution amongthe 1024 keys follows a Zipf-
like distribution with parametery = 1.2. Table4 shavs
resultsfor Poissorarrivalswherethe overall A ratesare
100,1000,10000,and100000queriesper second.(\We
alsoran experimentswith o = 0.80 and 2.40 and with
Paretoarrivals,andtheresultsweresimilar)

From the table we seethat CUP outperformsPCX
with IR rangingfrom 6.57to 30.02. Thelateng reduc-
tion rangesfrom 3.2 (for 100 g/s) to an order of mag-
nitudereduction(for 100000q/s, latengy droppedfrom
1.53t0 0.13). The Zipf-lik e distribution causesomeof
thekeysto getalarge percentagef the queriesjeaving
othersto beasledfor quiterarely. For rarekeys, caching
doesnot helpsincethe entry expiresby thetime the key
is queriedfor again,and the query rate for thesekeys
is not high enoughto recover the updatepropagation.
However, the IR for thevery hotkeys is high enoughto
by far offsettheunrecaveredcostof theunpopulatkeys.
As aresult, CUP achievesanoverall IR of atleast6.57
for 100g/sandasmuchas30.02for 100000q/s.

5 RelatedWork

We describerelatedwork specificallyin the peerto-peer
literature followedby relatedwork in the systemditer-
aturein general.

5.1 RelatedPeerto-Peer Work

To our knowledge, CUP is the first protocol aimed at
maintainingcachesof index entriesto improve search
queriesin peerto-peer networks. While designers
of peerto-peer systemsadwocate caching index en-
triesto improve performancdgnu, RFHT01, SMK*01,
RDO014, therehasbeenlittle follow-up work studying
whenandwhereto cacheentriesand how to maintain
thesecachedentriesin a peerto-peersystem.

Cox et al. [CMMO02] study providing DNS service
over a peerto-peernetwork as an alternatve to tradi-
tional DNS. They cacheindex entries,which are DNS
mappingsalongsearchquerypaths.Similarly, the Ter
raDir Distributed Directory cachingscheme[SBKO02]
hasnodesalongthe searchquerypathcachepointersto
othernodespreviously traversedby the query In each
of theseexamples,cachedndex entrieshave expiration
timesandarenotrefreshedr maintaineduntil amissor
failureoccurs.

Path caching of content in peerto-peer systems
has receved more attention. Freenet[CSWHOQ],
CFS [DKK*01], PAST [RDO1H, and Lv et
al. [LCC*02] eachperformpathcaching,or cachingof
contentalongthe searchpathof a query Thesestudies
do not focus on cachemaintenancebut ratherdepend
on expiration or cache size constraintsto implicitly
preventthe useof stalecontent.

CUP trees are similar to application-leel multi-
cast trees, particularly those built on peerto-peer
networks.  These include Scribe [RKCDO01] and
Bayeaux[ZZJT01]. Scribeis a publish-subscriben-
frastructurebuilt on top of Pastry[RD01g wheresub-
scribersinterestedn atopicjoin its correspondingnul-
ticastgroup. Scribe createsa multicasttree rooted at
the rendez-wus point of eachmulticastgroup. Pub-
lisherssenda messagéo the rendez-wus point which
thentransmitsthe messagéo the entiregroupby send-
ing it down the multicasttree. The multicasttree is
formedby joining the Pastryroutesfrom eachsubscriber
nodeto therendez-wuspoint. Scribecouldbenefitfrom
our CUP ideasto provide updatepropagatiorfor cache
maintenancén Pastry



Table4: Cross-key Comparisorof CUPwith PCX, for PoissorarrivalsandZipf-lik e key distribution

Overall AvgRate q/s 100
CUP/PCXMissCost 0.45
PCXAvgLat (o) 10.6(9.9)
CUPAvgLat (o) 7.4(8.5)
IR 6.57

1000 | 10000 100000
0.23 0.10 0.08
6.9(8.9) | 3.4(7.5) | 1.53(5.47)
26(.2) | 0.4(2.7) | 0.13(1.67)
852 10.98 30.02

5.2 RelatedDistrib uted Caching Work

DNS [Moc873 Moc87H is the largestand bestknown
distributed directory service for the Internet. Name
seners, like CUP nodes,can be viewed as distributed
cacheghathold index entries(DNS name-to-1Paddress
mappings)with Time-to-Live (TTL) fields indicating
how long they shouldbe consideredvalid. The main-
tenanceof DNS cacheshastypically beenpull-driven,
wherenamesenerseitherpull a freshversionof a stale
cachedmappingin responséo aclientrequestpr proac-
tively, in anticipationof areques{CK01h]. CUP main-
tainscacheghrougha proactivepush-drivenapproach,
whereupdatesare pushedto all interestechodesin the
overlay network. DNS is generallyintendedto support
slowly-changingmappingswith TTLs on the order of
hours(e.g.,24 hours)[CKO01b], whereasCUPis geared
toward maintainingcachesof metadatahat changefre-
guently ontheorderof minutes.

Distributed cachingtechniqueshave beenlooked at
in the context of distributedfile systemge.g.,[HO93,
ADN95], wherethe focusis on achiesing cacheco-
herenceamongsgroupsof participatingfile writersthat
have cachedilesandcommunicat@veralocal-areanet-
work. CUP is designedor peerto-peerervironments,
where there may be thousandsof participatingnodes
spreadacrosghe Internet,andwhereupdatedor a par
ticularmetadatatemaretypically generatedby only one
peernode.

Distributedcachingtechniquesave alsobeenlooked
atin the context of webcaching.Many previousstudies
have focusedon cachereplacemenpoliciessincecache
size becomesa finite sourcewhen cachingcontentfor
potentiallythousandsf clients[Mog96, WAST96]. In
CUR cachesizeis notanissuesincemetadataresmall.

Data caching and movement techniquesbasedon
economic models of locally computedinterest have
beenstudiedin the contet of the MariposaDistributed
DatabaseManagemeniSystem[SDK*94]. Mariposa
builds a market-basedsystemwith a virtual currengy
wheresenersadwertisepricesto provide resourcesuch
asCPUcyclesandstorageservicedor queryprocessing
suchthatthey maximizetheir local revenueincomeper
time unit. If a seneris underutilized,it will lower the
price of its resourcego attractmorerequests.ln CUR
the notion of economicbenefitis different; a nodethat
derivesbenefitby propagatingan updateis saving itself

from futurework (queryrequests).

Many schemeshave beenproposedfor the mainte-
nanceof cachedvebcontent.Someproposepush-based
invalidation schemeswhere a web sener/proxy noti-
fies proxies/clientswhen cachedobjects are modified
(e.g.,[LC99)), pull-basedralidationschemesyherethe
proxy/clientvalidateswith the sener/proxy cachedob-
jects that have expired [CKO1c], and hybrid schemes,
wherethe sener piggybacksvalidationson responseto
requestdor relatedobjects(e.g., [KW97]. CUP dif-
fers from previous web maintenanceschemesy using
push-drvenpropagatiorthatis drivenby theindividual
economidncentive of participatingnodes.

Cooperatie caching has been proposedto allow
groupsof participatingcachego exchangecachedweb
contentamongsthemseles. Theoverallgoalis to bring
a particularweb object to the cachethat is closestto
the clientsrequestinghatweb object. Previous propos-
alsincludehierarchicalkcacheschemege.g.,[CDN 96,
KLL +97, squ CK013), hash-basedcheme$KLL +97,
VR9§], directory-basedschemes[FCAB98, MIB98,
TDVK99], andmulticast-basedchemege.g.,[Tou9g).
Of thesecooperatie cachingstudiesthosemostrelated
to CUP arework on refreshmenpoliciesfor cascaded
cachesby Cohenet al. [CK01g andwork on distribut-
ing locationhintsacrossa hierarchyof cachesy Tewari
etal. [TDVK99].

CohenandKaplanstudythe effectthatagingthrough
cascadedtacheshas on the miss ratesof web client
cachedCKO014g. For eachobjectanintermediatecache
refreshedts copy of the object when its age exceeds
a fraction v of the lifetime duration. The intermediate
cachedoesnot pushthis refreshto the client cache;in-
steadthe client cachewaits until its own copy hasex-
pired at which pointit fetchesthe intermediatecaches
copy with the remaininglifetime. For somesequences
of requestsat the client cacheand somevV's, the client
cachecansuffer from a highermissratethanif thein-
termediatecacheonly refreshedon expiration. A CUP
tree could be viewed as a seriesof cascadedachesn
thateachnodedepend®n the previousnodein thetree
for updatedo anindex entry. Thekey differenceis that
in CUR refreshesarepusheddown the entiretreeof in-
terestechodes.Thereforewheneer a parentcachegets
arefreshso doesthe interestecchild node. In suchsit-
uations,we find the missrateat the child nodeactually



improves.

Tewari etal. [TDVK99] cachelocationhintsin addi-
tion to webcontentatwebcachesn awebcachehierar
chy. Locationhints are usedby requestingeaf caches
to accesscopiesof web contentdirectly from remote
cachesholding the content,ratherthan waiting for the
contentto travel throughthe root and down to them.
Propagatiorof hint updatesis considerednexpensve,
andoccursproactively andindependenthof therequest
patternof the web objectthe hint representsCUP em-
phasizesecovering propagatioroverhead.CUP makes
the propagatiordecisionby comparingthe costof prop-
agatinga particularupdatewith the benefit(investment
return)the updatewill bring to thetreebelow the node.
CUP only propagatesipdategthat are likely to benefit
subsequenyueriesn the subtreebelow.

6 Conclusions

CUP provides a generalpurposeframenork for main-
taining cachesof metadatain peerto-peer networks,
wherecontinuousupdatesare expected,yet nodesmust
have personaleconomicincentie to participatein the
maintenance. CUP is a completeprotocolwith query
channelsfor coalescingbursts of queriesand update
channeldor asynchronouslelivery of queryresponses
andupdatesf cachedmetadataTo moderatepropaga-
tion without imposinga global policy, CUP introduces
thenotionof investmenteturnfor motivatingeachnode
to participatein the updatepropagatiorandpoliciesfor
estimatingvhenthebenefitcease$o outweighthe over-
head. For the caseof locatingcontentin a peerto-peer
network, we find that CUP securegninvestmenteturn
of 2 to 300timesthe propagatiorcostandsignificantly
reducesjuerylateng.

We have leveragedhe CUP protocolto deliver meta-
data required for effective load-balancingof content
downloadsacrossmultiple replicanodes[Rou03. As
with regular searches,the economicincentive-based
model helps to moderateand control the amount of
metadataipdatepropagationin a highly dynamicervi-
ronmentwhereload information changesvery rapidly.
Future work includes the use of CUP to enhance
managemenbdf dynamic contentreplication, publish-
subscribeapplications,and price negotiation and auc-
tioning of servicesamongshodesin a peerto-peemet-
work.
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