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Abstract—Cloud Operators, in order to respond effectively to the QoS requirements of cloud applications, are obliged to apply over-provisioning policies. In general, this tactic leads to severe waste of the available cloud computing resources. Similarly, both Service/Platform Providers and End-Users wish to avoid the extra cost of this over-provisioning tactic and pay only per use, without having to statically reserve extra resources in advance. As a consequence, the cloud community urgently asks for flexible and intelligent management solutions, towards enhanced and efficient utilization of the cloud. The ultimate target of any intelligent cloud management scheme should be the provision of a service at an adequate quality level, creating the need to introduce the notion of Quality of Experience (QoE). In this context, this paper proposes a unified QoE-aware management framework, directly targeting to cloud computing environments. The proposed management system suggests the optimization of cloud resources usage and offered services in terms of QoE, satisfying the different service and resource requirements of all the involved cloud entities. In addition, the proposed novel approach merges together various QoS aspects in a multidimensional framework, referred to as QoE4CLOUD, which considers the perceived quality as the key metric for the management and performance optimization of the cloud environment.

Index Terms—Cloud, Quality of Experience, Quality of Service, Resource Management

I. INTRODUCTION

During the recent years, cloud computing architectures have become popular as a method of deployment of workloads and for delivering of computing applications as a service rather than a product. The concept of clouds has demonstrated commercial success, while it is expected to attain an even larger part over the next decade (see, e.g., [1], [2], [3]). The potential of clouds is leveraged by the fact that it allows the reduction of entry cost for new services. Therefore, cloud computing minimizes the business establishment cost, the investments on new infrastructure and optimally lowers the risk of launching a new service, platform or product.

Cloud computing represents a model for enabling ubiquitous and on-demand network access to a shared pool of configurable, computing resources (e.g., networks, servers, storage, applications, services, etc.) that can be rapidly provisioned and released with reduced management effort and service provider interaction [4]. In this concept, cloud computing mainly provides three different types of services: Software as a Service (SaaS) (e.g., SalesForce [5], Basecamp [6], GoogleApps [7], etc.), Platform as a Service (PaaS) (e.g., Windows Azure [8], Force.com [9], Google App Engine [10], etc.), and Infrastructure as a Service (IaaS) (e.g., Amazon AWS [11], Rackspace.com [12], Cloud Hosting [13], etc.). None of the three types of services requires end-user knowledge of the physical location and the configuration of the cloud that delivers the services.

In such a composite computing ecosystem, three different entities are getting involved: the Cloud Operator (i.e., the owner/provider of cloud resources), the Service/Platform Provider (i.e., the user of the Cloud Operator’s infrastructure) and the End-User (i.e., the final user that consumes services provided by the Service/Platform Provider). Each one of these entities competes with the others for optimizing its own Quality (since the resources of a cloud are finite and specific). For example, the issue of Quality of Service (QoS) is a critical factor for the success of a cloud Service/Platform Provider, considering that if the requested service is not delivered as expected, it may tarnish the provider’s reputation, diminish the revenues and finally devastate the business model. To make things worse, a legacy Service Level Agreement (SLA) (i.e., the legally binding contract stating the QoS guarantees required by the Service/Platform Provider or End-User) cannot directly be applied in cloud computing environments. This is because the typically included functional parameters (e.g., maximum response time, throughput factor, error rate, etc.) and non-functional parameters (e.g., timeliness, scalability, availability, etc.) have context-dependent meaning and thus difficult to manage. Furthermore, all these parameters have different quality impact for all the involved cloud entities.

Apart from assessing the capability of clouds in order to guarantee a certain level of performance (i.e., provision of QoS guarantees), it is valuable to understand cloud entities expectations, experience, and overall satisfaction. In other words, it is necessary to develop a framework focused on the actually perceived quality (i.e., Quality of Experience - QoE) received by the named cloud entities. Such a framework should also consider business perspectives (e.g., the cost in order to achieve a specific perceptual level, etc.), which are included in the term Quality of Business (QoBiz). As a consequence, the management of emerging cloud platforms is more likely to become a multidimensional problem, taking into account QoE, QoS and business-related issues (i.e., QoBiz).

We now outline the remainder of this paper. Section II briefly reviews some relevant works, while Section III presents the challenges and defines the QoE-driven cloud management...
concept. In the next section, the multidimensional approach for QoE is further considered. Finally, we conclude in Section V.

II. RECENT ADVANCES IN CLOUD COMPUTING

A cloud computing environment must be elastically scalable; in other words, it must have the ability to flexibly expand as the offered load and the business demands change. However, this feature requires the development of a diverse set of algorithms, similar to those outlined below. The study of Elastic Scalability and QoE Assessment for Cloud Services are prerequisites for the construction of an intelligent QoE Management and Control mechanism for the cloud resources. In the rest of this section, we describe the state-of-the-art in these three technological aspects of the cloud ecosystem.

A. Advances in Elastic Scalability

The first step for succeeding elastic scalability in cloud environments is the resource discovery and the proper monitoring of the cloud resources. Traditional monitoring technologies for single machines or clusters are restricted to locality and homogeneity of monitored objects and therefore, cannot be applied in the cloud in an appropriate manner [14]. There are lots of third-party collectors of cloud statistics which provide monitoring facilities (e.g., Cloudkick [15], Nimsoft Monitor [16], Monitis [17], Opnet [18], RevealCloud [19], etc.). All of them are proprietary solutions and do not aim at defining a standard for cloud monitoring.

The next step towards elastic scalability is the modelling of computing resources and the definition of QoE requirements of different cloud entities. In the case of cloud environments, it is crucial that the resource modelling is able to represent virtual resources, virtual networks, and virtual applications. Therefore, the existing service architectures should be expanded to include the virtual resources, described in terms of properties and functionalities [20]. The level of abstraction that will be selected must consider as many details as possible, and at the same time permit that the problem of resource allocation/optimization to be tractable.

B. Advances in QoE Assessment for Cloud Services

Before being able to offer services/platforms in a cloud ecosystem without degradation in QoE, work should be done on the definition of QoE metrics. As already mentioned, these metrics are different for each entity of the cloud. Traditionally, the service performance described in an SLA includes response time, utilization, throughput, delay, jitter, availability, etc. These metrics may suffice for the description of the service offered from the Cloud Operator to the Service/Platform Provider. However, the QoE that the End-User understands results from the combination of the Internet QoS and the QoS delivered from the Cloud Operator to the Service/Platform Provider. Therefore, it is highly desirable for Service/Platform Providers to be able to evaluate the QoE received by End-Users by a single metric. This metric is expected to include the QoS offered by the Cloud Operator, the Service/Platform Provider and the Internet’s QoS. Reference [21] firstly identifies interactions among the cloud entities and afterwards evaluates the QoS for the End-Users in this complicated environment. Similarly, [22] evaluates Amazon’s Grid Computing services, while [23] presents a methodology for selecting Cloud Operator. Cloud computing hardware reliability issues are studied in [24], [25]. Work [26] also examines host reliability issues, but from the perspective of the End-Users. To the best of our knowledge, there do not exist other works that follow similar multidimensional QoE approach as this proposed here.

This paper contributes to the evolution of existing QoE metrics towards multidimensional assessment and measures of cloud system quality, as perceived and reported by the End-User at the levels of PaaS and SaaS. Multidimensional approaches are required to holistically evaluate the End-User QoE using a single metric. Currently, few scientific studies into QoE-relevant factors exist for cloud service ecosystems [27], [28]. Beyond scientific results, companies like Infovista [29] or Compuware [30] offer proprietary, closed assessment solutions for monitoring quality at an IaaS level.

C. Advances in QoE Management & Control

The construction of an intelligent cloud management system raises a number of challenging problems. For example, the resource manager must possess precise and updated information on the resource usage at any particular time and place within the cloud. Any change in the resource usage may cause an activation event in order to make real-time reallocation of available resources for the fulfillment of QoE requirements. To this aim, fast and effective workload balancing solutions may be employed [31]. Before describing the contributions of the paper to the management and control of cloud ecosystem, some relevant works are presented.

Publication [32] proposes a middleware architecture for enabling SLA-driven clustering of QoS-aware application servers. After applying load balancing techniques, the resource usage of application servers is optimized, and the application hosting SLA is fulfilled without creating resource over-provisioning costs.

References [33], [34], [35], [36], [37] provide stable service levels for applications and platforms being hosted in a cloud ecosystem, as described in their SLA agreements. In particular, [33] proposes a three-step approach to map SLA and QoS requirements of business processes to cloud infrastructures. When a performance gap occurs, translucent replication of services is employed. From another point of view, [34] prioritizes Video-on-Demand (VoD) traffic considering the respective charging model. The total revenue of the service provider is maximized, through the definition of a proper optimization problem. The pay-as-you-go billing approach adopted in Cloud computing challenges resource provisioning for service providers. In this context, [35] based on the Dirichlet multinomial model presents an efficient reputation-based QoS provisioning scheme. The cost of computing resources is minimized, while the desired QoS metrics are satisfied. Publication [36] applies feedback control
theory to present a Virtual Machine (VM)-based architecture for adaptive management of virtualized resources in cloud computing. Moreover, it models an adaptive controller that dynamically adjust multiple virtualized resources utilization to achieve application SLA in virtual computing. Unlike the previous counterparts, [37] considers also power management issues, since it studies a service cloud environment with mobile devices.

As it was emphasized, one of the most important benefits of cloud ecosystem is its ability to allow the use of on demand resources. This feature leads to dynamically scalable systems and platforms. To take full advantage of the benefits of dynamic scaling, a cloud client (user or middleware) needs to be able to make accurate decisions on when to scale up and down. The scaling decisions must be done in advance to compensate for the overhead of using virtual resources, specifically their setup time. Therefore, a prediction method is usually used, as it best suits this task. Article [38] presents a new approach to the auto-scaling problem based on identifying past patterns that are similar to the present use of the system.

III. CHALLENGES AND SOLUTION CONCEPTS

The current cloud platforms (e.g., VMware vSphere [39], Microsoft Hyper-V [40], Real Hat [41]) virtualize the host’s physical resources (through the use of specific software called hypervisor) and make them available to multiple guest virtual machines. These virtual machines share the various cloud platforms resources concurrently. The most of the cutting-edge cloud management solutions (e.g., vCloud Director [42], Abiquo [43], DynamicOps [44], Gale Technologies [45], Platform Computing [46]) create resource pools and automatically allocate resources among virtual machines based on pre-defined rules and policies. The resources (e.g., processor usage, memory usage, storage, etc.) are managed at the cloud level rather than the machine-by-machine level. Also, all the resource allocation policies proposed so far are static and can be executed only at the initialization phase of the virtual machines. Finally, all available solutions are proprietary, and there are no widely accepted standards or de facto open source reference implementations for cloud management applications.

As expected, in order to respond effectively to the QoS requirements of cloud applications, over-provisioning policies are widely followed. However, both the Service/Platform Provider and the End-User want to pay-per-use, without having to statically allocate resources in advance. Therefore, the cloud community urgently asks for flexible management solutions, tailored to the existing and future needs of the Service/Platform Providers and the End-Users.

Towards this goal, we propose a unified QoE-aware management framework, directly targeting cloud computing environments. The proposed management framework suggests the optimization of cloud resources and services in terms of QoE, satisfying the different service requirements of all the involved cloud entities. It should be emphasized that the management framework introduce a multidimensional approach to QoE that

![Fig. 1. QoE monitoring and provision scheme for the cloud computing environment.](image-url)
QoE guarantees to the services of high priority. The expected level of service between the Cloud Operator and the Service/Platform Provider or the Service/Platform Provider and the End-User can be described in proper SLAs after negotiations between the involved cloud entities. As an innovation for cloud services, the SLAs may be defined in terms of End-User QoE. However, QoE changes constantly and needs to be closely monitored by the QoE Agents.

The QoE Agents are in charge of reporting the QoE assessment of each service hosted in the virtual machines of the cloud. This report helps the resource reconfiguration to be based on the overall assessment of the QoE demands and the available resources. In other words, the QoE Agents dynamically provide a QoE optimization feedback to the cloud management system, aiming at the optimization of the delivered QoE and the satisfaction of the respective SLAs.

The QoE Agents are proposed to be placed within the cloud computing infrastructure in order to eliminate possible false quality degradation detections. More specifically, in case of the placement of a QoE Agent at the End-User, the detected quality degradation caused by an external non-cloud parameter (e.g., due to impairments in the access network between the End-User and the cloud) could have been falsely attributed to the cloud infrastructure/allocated resources. Since it is not possible for the QoE-Agent located at the End-User’s side to differentiate the cause of the reported quality degradation, this in turn, will lead to faulty load balancing decisions from the CQoEMS.

Therefore, we propose that the most efficient placement for the QoE Agent is within the cloud infrastructure and not at the End-User side. In this way, the QoE Agents are able to:

- Assess the QoE that is expected to be delivered to the End-User.
- Detect quality degradations that are caused purely due to internal cloud computing parameters (e.g., shortage of available resources, etc.).
- Eliminate the false reported quality degradations that are caused due to external factors, usually in the access network between the Cloud and the End-User.

Therefore, following our architecture, the QoE Agents are able to monitor, assess and accurately report the QoE degradations caused by internal factors of the Cloud to the CQoEMS, avoiding false incidents by external/non-cloud parameters.

In the case that the expected QoE strongly differs from the actual QoE delivered to the End-User, the management scheme has to resort to a combination of probes placed within the Cloud and at the End-User side. This combined placement allows for the proper attribution of external non-cloud problems to QoE-impairments. This choice also reflects approaches followed, e.g., by multimedia network tomography/fault isolation methods, where assessment is performed at different service-chain locations to enable proper fault isolation (see, e.g., [48], [49]). However, this combination of probes inserts extra communication overhead (i.e., the End-Users QoE measurements exchange to cloud-based QoE Agents or directly to the CQoEMS), and have to be followed only if it is necessary.

---

**IV. THE NOVEL MULTIDIMENSIONAL APPROACH FOR QoE**

Beyond existing, proprietary solutions for monitoring IaaS or PaaS cloud services (see, e.g., [29], [30], [50]), we introduce a novel approach for linking different aspects of quality: the system/hardware-related QoS aspects, the network QoS aspects, the QoE aspects and the business-related aspects (QoBiz). As a result, our approach merges all these QoS aspects into a multidimensional framework referred to as QoE4CLOUD, which considers the QoE as the key metric for driving the quality assessment and the optimization procedures. Therefore, one of the major contributions of the paper is the introduction of QoE4CLOUD as the framework that manages quality with unified criteria in cloud computing ecosystems.

The proposed QoE framework approach enables the analysis of the aforementioned four different QoS aspects and as result, it provides a feedback-based convergence process. Ultimately, the convergence process conduces to the overall QoE optimization, required to guarantee the customer’s fidelity and the Cloud Operator/Service Provider’s profitability (see Fig. 2).

In the lower layer, the QoE4CLOUD approach considers and analyzes all the issues that the Cloud Operator should take into consideration in order to guarantee that the delivered QoS fulfills the terms of the SLA established between the Service Provider and the End-User. As expected, the QoS offered from the Cloud Operator to the Service Provider should be dynamically adapted according to the QoS required by the End-User, the compliance of the Service Provider to the SLA and finally, the QoS perceived by the End-User. The QoS perceived and experienced by the End-User, ultimately composing the QoE, will affect his final satisfaction with the service, and most importantly, form his decision to repurchase the service. This is why the QoE layer must be analyzed in order to control the End-User’s satisfaction, and to avoid the churn. To this end, we define a feedback-based convergence process in order to link the different aspects of the QoS/QoE and fulfill all the cloud entities requirements.

---

1Inspired from the pioneering work in [51] and the more recent reference [52].
From the point of view of the Cloud Operator, the main issue resides in how heterogeneous services (e.g., media and ERP) can be hosted together on the same cloud segment (i.e., utilizing the same cloud resources) without being affected by scalability issues (i.e., the number of simultaneous users).

From the Service/Platform Provider’s side, there exist two major issues. The first one is to understand the End-Users requirements, to adapt the quality of the service offered according to these requirements, and to establish a feasible SLA. This may become a critical step in cloud computing since negotiating a cloud SLA may involve not only the system/hardware QoS, supported by the Cloud Operator, but also other contextual aspects like the End-User’s expectations or the influence of Service/Platform Provider reputation in clients.

The second major issue for the Service/Platform provider deals with the necessary actions to be followed based on the feedback from the End-User. Without a doubt, the actions to be taken should not neglect the QoBiz dimension. For example, the pricing policy should be considered and analyzed, since it may convince the client to migrate its services to the cloud.

Finally, the End-User is concerned about the lack of QoE-related SLAs with the Service/Platform Provider, when considering migrating sensitive services to the cloud. The Service/Platform Provider is asked to guarantee the operability and the level of quality of the service in a similar way, like being hosted in-house. It is necessary to establish an adaptive mechanism to analyze the QoE and adjust it to enhance the user’s satisfaction with the service.

The relations between: (i) the Service/Platform Provider and the End-User, and (ii) the Service/Platform Provider and the Cloud Operator must be mapped into technical/business agreements for all of these purposes, expressed in terms of End-User QoE.

To this end, the novel framework bridge the distance between the End-User and the Service Provider (including the Cloud Operator support) by means of the inter-relation defined between layers, and the feedback-based convergence process. Fig. 3 summarizes the proposed QoE4CLOUD framework.

V. CONCLUSION

We have reviewed some recent works relevant to providing quality of service guarantees in cloud computing environments. As few studies into QoE-relevant factors exist for cloud service ecosystems, we introduce QoE4CLOUD as the framework that manages quality with unified criteria in clouds. It would be important in future work to carry out experiments to test the usefulness of the management framework in real conditions.
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