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Abstract. This thesis examines the use of machine learning techniques
in various tasks of natural language processing, mainly for the task of
information extraction from texts. The objectives are the improvement
of adaptability of information extraction systems to new thematic do-
mains (or even languages), and the improvement of their performance
using as fewer resources (either linguistic or human) as possible. This
thesis has examined two main axes: a) the research and assessment of
existing algorithms of machine learning mainly in the stages of linguistic
pre-processing (such as part of speech tagging) and named-entity recog-
nition, and b) the creation of a new machine learning algorithm and its
assessment on synthetic data, as well as in real world data for the task of
relation extraction between named entities. This new algorithm belongs
to the category of inductive grammar learning, and can infer context free
grammars from only positive examples.

Keywords: information extraction, machine learning, grammatical in-
ference.

1 Introduction

This doctoral thesis researches the possibility of exploiting machine learning
techniques in the research area of natural language processing, aiming at the
confrontation of the problems of upgrade as well as adaptation of natural lan-
guage processing systems in new thematic domains or languages. The research
is delimited in three important axes of information extraction systems:

– Part of speech recognition for the Greek language.
– Named entity recognition.
– Relation extraction between recognised named entities.

This thesis examines how machine learning methods and techniques can be ex-
ploited for the development of systems that support these tasks, which can be
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adapted more easily to new thematic domains and languages in contrast to the
conventional systems that are rule based, manufactured often by experts. More
specifically, this thesis researches techniques of machine learning along two main
axes:

1. The application of existing techniques (both symbolic and statistical) in se-
lected tasks of information extraction. These techniques are evaluated com-
paratively to each other in both the Greek and English languages. All existing
machine learning algorithms that were examined require a vector of constant
length as input. However the transformation of natural language into vec-
tors of constant length is not always easy, without the use of arbitrary limits
regarding the maximum number of words. This observation constituted the
motivation for the creation of a new machine learning algorithm, which does
not require vectors of constant length as input.

2. The development of a new machine learning algorithm, without the require-
ment for vectors of constant length as input. This new algorithm learns
context free grammars from positive examples, with guidance via heuristics,
such as minimum description length.

Regarding the first axis, named entity recognition systems were developed and
evaluated, based on existing machine learning algorithms, such as decision trees
and neural networks. The systems that were developed concern various thematic
domains (management succession events, financial news, and juridical decisions)
both in the Greek and English languages. These systems were evaluated in Greek
texts, and they led to the recognition of the disadvantages and restrictions im-
posed by the examined algorithms, when applied on natural language data. From
this analysis we concluded that one of the main problems when applying ma-
chine learning is the difficulty in managing data of variable length, as for example
the information concerning all words of a sentence. On the contrary, a syntactic
analyser can easily decide if a sentence (or part of a sentence) is described by
a provided grammar. However, the manual development of grammars suitable
for a specific task is a complex process, while the results frequently depend on
the thematic domain and of course from the language. Consequently, if such a
grammar can be automatically acquired with the use of machine learning, then
the adaptation of systems that use such grammars to new thematic domains or
languages can be considerably simplified.

The contribution of the developed systems is significant. The named entity
recognition systems that were developed for the Greek language are among the
first systems of their kind that have been reported in the bibliography. Simulta-
neously, the performance of the developed systems is satisfactory, and directly
comparable to the performance of similar systems reported in the bibliography
for the corresponding time period.

Regarding the second axis, and aiming at the confrontation of problems as-
sociated with the application of existing techniques, a new technique of machine
learning has been developed. This new technique belongs to the category of in-
ductive grammar learning. The main advantages of this method with respect
to other machine learning methods are the ability to handle textual data, as



well as the possibility of using learned grammars in existing systems, replacing
manually developed grammars. The main objective of this new technique is the
automatic grammar creation, which can be used with the plethora of available
syntactic parsers that have been presented in the bibliography, replacing existing
(and probably manually constructed) grammars for various tasks in information
extraction systems.

For applying inductive grammar learning, a new algorithm has been devel-
oped that learns grammars from positive examples only. This new algorithm can
infer context free grammars, and it has been based on the existing algorithm
GRIDS [1], improving both the used heuristic, as well as the search process in
the space of possible grammars, increasing simultaneously the applicability of the
new algorithm to bigger collections of data. The requirement for the algorithm
to function only with positive examples emanates from the frequent absence of
negative examples in the area of natural language processing. It should be noted
that the presence of negative examples constitutes a necessary condition for the
operation of most existing grammatical inference algorithms. The design of this
new algorithm has been done in such a way that it can be used in classifica-
tion tasks, such as named entity recognition. This kind of usage differs from the
usual application of grammatical inference algorithms, as the verification or the
syntactic analysis of sentences according to a grammar is not required. Instead,
we are interested mainly in recognising sentence parts (phrases) and their classi-
fication in predefined semantic categories. The evaluation of this new algorithm
has been performed on both synthetic languages, as well as on real world data
for the task of relation extraction between named entities.

2 Information Extraction

Information extraction (IE) is the task of automatically extracting structured
information from unstructured documents, mainly natural language texts. Due
to the ambiguity of the term ”structured information”, information extraction
covers a broad range of research, from simple data extraction from Web pages
using patterns and regular grammars, to the semantic analysis of language for
extracting meaning, such as the research areas of word sense disambiguation
or sentiment analysis. The basic idea behind information extraction (the con-
centration of important information from a document into a structured format,
mainly in the form of a table) is fairly old, with early approaches appearing in
the 1950s, where the applicability of information extraction was proposed by the
Zellig Harris for sub-languages, with the first practical systems appearing at the
end of the 1970s, such as Roger Schank’s systems [2,3], which exported “scripts”
from newspaper articles. The ease of evaluation of information extraction sys-
tems in comparison to other natural language processing technologies such as
machine translation or summarisation, where evaluation is still an open research
issue, made IE systems quite popular and led to the Message Understanding
Conferences (MUC) [4] that redefined this research field. Information extraction
can be decomposed into several sub-tasks:



– Linguistic preprocessing, responsible for tasks such as token/sentence iden-
tification, part-of-speech tagging, morphological analysis, etc.

– Named-entity recognition, where domain specific entities, such as names of
persons, organisations, and locations, monetary/time expressions, etc., are
identified.

– Co-reference resolution, where named entity names or other mentions (such
as pronouns) that refer to the same entity are grouped/related.

– Template element filling, a task responsible for grouping all properties of a
real object into a single template element that represents the real task or
event.

– Template relation, a task responsible for identifying relations among tem-
plate elements.

– Scenario template, a task where related template elements are combined into
a template that represents an event.

This thesis has investigated the use of machine learning in three key sub-tasks
of information extraction: part of speech tagging, named entity recognition, and
relation extraction. Part of speech tagging is an important sub-task of linguistic
preprocessing, named entity recognition is an essential subtask of information
extraction, and relation extraction is the main activity behind template element
filling, template relation and scenario template.

2.1 Part of speech tagging

The term “part of speech tagging” refers to the process of assigning a unique
tag to every word in a document, in a way that the part of speech of each
word can be identified from its tag. Several approaches regarding this task for
the Greek language have been presented in the literature, including the ap-
proach of Dermatas and Kokkinakis [5], where Hidden Markov Models were
used, achieving an accuracy of 95%, when trained on a corpus of 110.000 words.
Orphanos and Christodoulakis [6] combined decision trees with a morphological
lexicon, achieving a performance of 93-95% regarding disambiguation of am-
biguous words according to the lexicon, and an accuracy of 82-88% for words
unknown to the lexicon. Papageorgiou et. al. [7] employed transformation-based
error-driven learning (TBED) combined with a morphological lexicon, achieving
an accuracy of 96% when trained on a corpus of 356.000 words. Finally, Malaka-
siotis [8] used active learning, achieving an accuracy of 80%, when trained on a
corpus of 15.300 words.

This thesis examined the applicability of transformation-based error-driven
learning (TBED) [9] to the Greek language [10], and the combination of TBED
with a morphological lexicon [11], [12]. The contribution of this thesis to the
task of part of speech tagging is three-fold:

– A tag set that extends the Penn Tree Bank tag set, in order to include
information about gender, number and verb tenses.

– The first publicly available part of speech tagger for the Greek language.



– The accuracy of the proposed method approaches 98% when combined with
a morphological lexicon, which is the higher reported accuracy of part of
speech tagging for the Greek language.

2.2 Named entity recognition

The task of named entity recognition and classification (NERC) tries to identify
names of “entities” in documents, and classify identified names into predefined
semantic categories, which usually vary according to the thematic domain. A
typical NERC system can be decomposed into three major subtasks: linguistic
pre-processing, a lexicon, and a grammar. Linguistic pre-processing relates to
tasks similar to tokenisation, sentence splitting, part-of-speech tagging, etc. The
lexicon includes domain specific information, usually in the form of lists of known
named-entities (gazetteer lists). Finally, the grammar is responsible for recog-
nising the entities that are either not in the lexicon or appear in more than one
gazetteer lists (disambiguation). The manual adaptation of those two resources
to a particular domain is a time-consuming and in some cases impossible process,
due to the lack of experts.

This thesis examined the applicability of machine learning as a solution to
the problems of domain adaptation and performance tunning, by examining the
following cases:

– The substitution of the grammar sub-system with machine learning.
– The adaptation/enrichment of the lexicon.
– The detection of when a NERC system is outdated and needs to be adapted

to the (possibly changed) domain.

Regarding the substitution of grammar with machine learning, two approaches
have been studied. In the first approach various machine learning algorithms
have been examined, including symbolic ones (such as decision trees [13] and
sub-symbolic ones (such as feed-forward multi-layered perceptrons [14]), using
a representation proposed by this thesis for representing variable-length named-
entities as vectors of constant size. The algorithms were compared to existing
manually constructed systems on two languages (the MITOS [15,16] system
for the Greek language, and the VIE [17] system for the English language).
The results for the best performing algorithm (C4.5) are shown in figure 1,
compared to the results of the two manually constructed NERC systems for the
two languages. The results show that the proposed approach outperforms the
VIE system for English, but does not outperform the MITOS system for the
Greek language. In addition, experiments showed that maintaining word order
is not important, as representations that ignore word order achieve comparable
or better performance than representations that maintain it.

The second approach examines the combination of machine learning algo-
rithms, which exploit different kinds of input information. A set of classification
algorithms that try to detect whether a word is part (or not) of a named en-
tity, are combined through a majority voter in order to classify all words in a
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Fig. 1. Evaluation results of approach A, for the Greek and English languages.

document. In addition, noun phrases are identified, and classified as named en-
tities through decision trees. The architecture of the second approach is shown
in figure 2, where the evaluation results for Greek and English are shown in
figure 3. Figure 4 shows the evaluation results of a NERC system developed by
University of Edinburgh, UK, which is a hybrid system relying on manually con-
structed rules and machine learning [18,19] that has been trained and evaluated
on the same English corpus as the ML-HNERC system (approach B). The results
show that performance is higher for the Greek language compared to English,
satisfying the objective for this system, which was motivated by the lower perfor-
mance of approach A in Greek, compared to the English language. In addition,
the performance of approach B on the English language is comparable to the
performance of the system build by University of Edinburgh, which also build
the top-scoring NERC system in the MUC-7 [20] competition. Maintaining the
performance of a NERC system as a thematic domain timely evolves was also
studied. The proposed approach makes an innovative use of machine learning,
not to perform a task but rather to monitor the performance of another system.
A machine learning based system (controller) is trained on the results of the
system that will be monitored, and the deviation between the results of the two
systems (the monitored and the control one) is recorded. As time passes and
the thematic domain changes, the deviation between the two system is expected
to change, as the two systems produce results based on possibly different input
information. When the deviation exceeds a manually configured threshold, it is
an indication that the monitored system is outdated, and needs to be updated.
More details can be found in the thesis as well as in [21].

2.3 Relation extraction between recognised named entities

Relation extraction is the task of identifying semantic relations that hold be-
tween interesting entities in text data, and classify them into proper semantic
categories. Being a challenging subtask of information extraction, it extracts the
knowledge required to move from named entity recognition to data interpreta-
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Fig. 2. The architecture of the ML-HNERC system (approach B).
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Fig. 3. Evaluation results of approach B, for the Greek and English languages.
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tion and understanding. The motivation behind the proposed approach is the
simplification of the representations used in order to apply machine learning on
natural language processing tasks, while the main objective is to examine the
suitability of grammatical inference for the task of relation extraction. In this
thesis, a supervised machine learning approach is proposed: assuming the ex-
istence of a named entity recogniser (NERC), the proposed approach extracts
binary relations between named entities already identified in texts. Operating at
the sentence level, a context-free grammar (CFG), which captures the patterns
connecting related entities, is inferred from positive examples only. A new gram-
matical inference algorithm, eg-GRIDS+ ([22,23]), has been developed in order
to infer a CFG only from positive examples. The need for negative feedback to
control overgeneralisation, is eliminated through the use of minimum description
length (MDL) [24].

The eg-GRIDS+ algorithm: A bias towards “simple” grammars As
eg-GRIDS+ uses no negative evidence, an additional criterion is needed to di-
rect the search through the space of context-free grammars and avoid overly
general grammars. The approach of minimum description length (MDL) has
been adopted in eg-GRIDS+, which directs the search process towards gram-
mars that are compact, i.e., ones that require few bits to be encoded, while at
the same time they encode the example set in a compact way, i.e. few bits are
required to encode the examples using the grammar. Assuming a context-free
grammar G and a set of examples (sentences) T that can be recognised (parsed)
by the grammar G, the total description length of a grammar, henceforth model
description length abbreviated as ML, is the sum of two independent lengths:

– The grammar description length (GDL), i.e. the bits required to encode the
grammar rules and transmit them to a recipient who has minimal knowledge
of the grammar representation, and

– The derivations description length (DDL), i.e. the bits required to encode
and transmit all examples in the set T as encoded by grammar G, provided
that the recipient already knows G.

The first component of the ML directs the search away from the sort of trivial
grammar that has a separate rule for each training sentence, as this grammar
will have a large GDL. However, the same component leads to another sort
of trivial grammar, a grammar that accepts all sentences. In order to avoid
this, the second component estimates the derivation power of the grammar, by
measuring the way the training examples are generated by the grammar, and
helps to avoid overgeneralisation by penalising general grammars. The higher
the derivation power of the language, the higher its DDL is expected to be. The
initial overly specific grammar is trivially best in terms of DDL, as usually there
is a one-to-one correspondence between the examples and the grammar rules, i.e.
its derivation power is low. On the other hand, the most general grammar has
the worst score, as it involves several rules in the derivation of a single sentence,
requiring substantial effort to track all the rules involved in the generation of
the sentence.



Architecture of eg-GRIDS+ and the learning operators eg-GRIDS+ uses the
training sentences in order to construct an initial, “flat” grammar. Then eg-
GRIDS+ generalises this initial grammar, using one of the two available iterative
search processes: beam or genetic search. Both search strategies utilise the same
search operators in order to produce more general grammars:

– Merge NT: merges two non-terminal symbols into a single symbol, thereby
replacing all their occurrences in all rules with the new symbol.

– Create NT: creates a new non-terminal symbol X, which is defined as a
sequence of two or more existing non-terminal symbols. X is defined as a
new production rule that decomposes X into its constituent symbols.

– Create Optional NT: duplicates a rule created by the “Create NT” operator
and appends an existing non-terminal symbol at the end of the body of the
rule, thus making this symbol optional.

– Detect Center Embedding: aims to capture the center embedding phenomenon.
This operator tries to locate the most frequent four-gram of the form “A A
B B”, which is replaced by a new non-terminal symbol X and a new rule of
the form “X → AAX BB”. All symbol sequences that match the pattern
“A + X?B+” are replaced with X.

– Rule Body Substitution: examines whether the body of a production rule
R is contained in bodies of other production rules. In such a case, every
occurrence of the body of rule R in other rule bodies is replaced by the head
of rule R.

Evaluation For the purposes of the evaluation, annotated corpus from the
BOEMIE research project was used, which contained 800 HTML pages, re-
trieved from various sites of athletics associations, containing pages with news,
results and athlete’s biographies. Evaluation was performed through 10 fold-
cross validation, and performance was measured in terms of precision, recall and
F-measure. The obtained performance results are shown in table 1. Evaluation

  egGRIDS+ CRF++ 

  Precision Recall F-measure Precision Recall F-measure 

Name-Ranking 95.05 % 54.07 % 68.57 % 77.40 % 60.47 % 67.80 % 

Name-Performance 92.14 % 49.26 % 64.17 % 84.42 % 84.18 % 84.93 % 

Name-Country 98.85 % 88.88 % 93.58 % 88.78 % 84.63 % 86.70 % 

Name-Gender 99.21 % 79.17 % 88.00 % 65.22 % 36.78 % 42.43 % 

Name-Age 100.00 % 98.11 % 99.04 % 79.88 % 56.03 % 64.28 % 

Overall 96.48 % 65.96 % 78.32 % 79.88 % 60.47 % 67.80 % 

Table 1. Relation extraction performance results.

results suggest that the proposed approach performs well in comparison to the
state of the art, despite the difficulties of comparing results obtained on different



corpora. For example, in [25], the presented approach, expanding on a basis of 55
manually constructed seed rules, exhibits precision around 88% with 43% recall
on 1032 news reports on Nobel prizes from New York Times, BBC and CNN.
In addition, Conditional Random Fields (CRF++) were applied on the same
corpus, achieving lower results than the approach based on eg-GRIDS+.

3 Conclusions

This thesis proposes the exploitation of machine learning in nodal points of
a typical information extraction system, having as aim the assistance adapt-
ing the system into new thematic domains and perhaps languages. This first
research topic of this thesis involves part of speech tagging for the Greek lan-
guage. Transformation-based error-driven learning (TBED) has been applied for
the first time in the Greek language, achieving high performance, directly com-
parable with corresponding systems for the Greek language, requiring at the
same time considerably less training data. Simultaneously, the approach that is
described in this thesis constituted the first Greek part-of-speech tagger that
has been distributed freely, as an open source application, with important ac-
ceptance from the scientific community, as denoted by the number of citations
in the relative publications.

The second research topic concerns the area of named entity recognition.
Three machine learning algorithms were examined for this task, both symbolic
and stochastic ones, achieving satisfactory results. The algorithms were exam-
ined in various thematic domains, in both the English and Greek languages,
confirming not only the ability of machine learning to support the task of named
entity recognition, but also the adaptability of the machine learning based ap-
proaches not only in new thematic domains, but also in languages. The research
that has been contacted in the context of this thesis is included among the first
information extraction systems for the Greek language that have been reported
in the bibliography. In addition, it has been observed that, at least for the task
of named entity recognition, the order of words in a sentence is not important.
Despite the fact that initially this observation seemed surprising, the widespread
use of the “bag-of-words” representation - which also ignores the word order - not
only for named entity recognition, but also for other natural language processing
tasks, shows the correctness of this initial observation.

The third research topic concerns the development of new machine learning
algorithm, able to infer context free grammars from positive only examples. An
important characteristic of this new algorithm is its ability to processes large
volumes of data, a consequence of the observation that it is computationally
cheaper to predict the result of applying a learning operator, than to apply
the operator and evaluate the produced grammar. The results achieved by the
new algorithm on the “Omphalos” [26] competition were also significant, where
it solved the first problem without human intervention within the competition
time period, while it has been successfully combined with the winning algorithm,



removing the need of the winning algorithm for human intervention, in cases
where its heuristic could not drive further the learning process.
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