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Abstract—As network connectivity increasingly shapes mod-
ern vehicular applications, in-advance knowledge of Quality-
of-Service (QoS) degradation could unlock the potential for
efficient and safer mobility. Predictive QoS (pQoS) has long
resorted to traditional Machine Learning (ML) methods but
distributed approaches, such as Federated Learning (FL) have
lately emerged as alternatives promising performance (and pri-
vacy) gains. Vehicular environments however, appear prone to
concept drift; frequent changes in the underlying client data
distribution degrade the ML model’s accuracy. To mitigate
drift, existing FL algorithms employ continuous model training
at the expense of valuable network resources. DareFL, our
drift management algorithm for distributed pQoS a) detects
drift without violating FL’s privacy restrictions, and b) unlike
previous works, carefully schedules the (re-)training process
thereafter, achieving remarkably reduced resource consumption.
For evaluation purposes, we release a high-fidelity vehicular
network simulator. We then realize two intuitive drift scenarios
over which, DareFL consistently yields comparable accuracy
to existing FL schemes, while saving up to 70% on network
resources.

Index Terms—Predictive Quality of Service, Federated Learn-
ing, Concept drift

I. INTRODUCTION

Cooperative, connected and automated mobility (CCAM)
services e.g., automated driving (AD) functions, tele-operated
driving (ToD), platooning, etc. are expected to unlock a series
of benefits related to road safety, traffic efficiency and driving
comfort. To do so, they heavily rely on mobile network
connectivity, often posing stringent Quality of Service (QoS)
requirements in terms of data rate, packet loss, delay, etc.
Failure to meet these requirements e.g., due to undesired
network conditions, can lead to service degradation, which
in turn may reduce driving experience or even compromise
safety. To address such unexpected events, the notion of
predictive Quality of Service (pQoS) has been introduced by
the 5G Automotive Association (5GAA) [1]. pQoS enables
mobile networks to provide in-advance notifications about
predicted QoS changes. A critical situation can then be avoided
by timely adjusting the behavior of the CCAM service e.g.,
hand over an automated vehicle’s control to the driver.

pQoS has been realised through Machine Learning (ML)
[2], grace to its inherent ability to capture the volatility of
cellular QoS parameters. ML models are typically developed
using Centralized Learning (CL); data is collected from client

devices e.g., smartphones, on-board units, etc. in centralized
(clusters of) servers, where model training occurs thereafter.
Distributed ML solutions for pQoS have recently emerged as
alternatives, exhibiting ease of scalability, privacy-preservation
and most importantly communication cost reduction [3], [4].
A typical example is Federated Learning (FL), where training
is collaboratively carried out by the clients; user data remains
at the client devices and only the model updates are shared to
the server [3].

In an ever-changing network environment, a major challenge
that arises is concept drift: client data undergoes changes
across time due to seasonality, trends, user habit variations, etc.
[5]. If not mitigated e.g., by re-training the drifted ML model,
concept drift can lead to model drift i.e., degradation of the
model’s accuracy. In centralized pQoS, whereby data is cen-
trally collected, drift management i.e., detection and mitigation
is performed by directly applying statistical techniques to the
raw data [6]. Distributed (FL) environments however, pose
limitations that render the application of centralized solutions
inefficient: a) the FL server has no access to client data,
therefore cannot directly detect changes in the underlying
data distributions and b) client devices suffer from resource
scarcity e.g., processing capacity, storage, battery, and are
often unreliable e.g., due to connection unavailability, drop-
outs, etc. therefore, cannot effectively host drift management
mechanisms compared to a typically always-on server. As
such, we pose two fundamental research questions: 1) How is
drift detection facilitated in FL, subject to the above-mentioned
restrictions? and 2) How to reduce the resource consumption,
typically inflicted by drift mitigation mechanisms e.g., re-
training?

Drift management has been addressed for FL settings [7],
[8], however existing works either disregard FL’s data pri-
vacy restrictions or employ continuous training schemes with
increased resource consumption, as we also demonstrate in
this paper. In view of these research gaps, we propose our
Drift-aware resource-efficient algorithm for FL (DareFL), tai-
lored to resource-constrained vehicular network environments.
Our solution engineers a way to turn existing centralized
statistical drift detection techniques [5] to distributed, without
compromising data privacy. Upon detection, drift mitigation
is performed by re-training the drifted ML model. The (re-
)training periods are carefully selected via a control mecha-



nism, ensuring that both the ML model remains accurate at
all times and the underlying network resource consumption is
kept low.

Addressing the limited availability of public pQoS data
[9], we have generated synthetic datasets via a network and
traffic co-simulation coupled with real-world maps, to provide
a careful assessment of our solution. Our datasets capture two
distinct pQoS drift scenarios, one corresponding to the wireless
communication dynamics and another related to changes of
user (driving) behavior. The datasets are utilized via a dis-
tributed ML simulator that emulates the training process, at
the same time capturing energy and bandwidth consumption
aspects, based on credible measurements and commercial
product bench-marking. Our contribution is the following: 1)
we introduce an FL-based pQoS framework, 2) we propose a
novel drift management algorithm tailored for FL that reduces
resource consumption, while respecting the restrictions posed
by FL deployment, 3) we develop synthetic pQoS datasets with
realistic drift instances and a distributed ML simulator that are
both shared publicly to enable experiments reproducibility.

In our results, we evaluate our proposed drift management
solution (DareFL) in presence of drift against the baselines of
a) Vanilla FL [4] and b) a continuous training scheme, as well
as c) a representative state-of-the-art (SotA) drift-mitigation
solution [8]. Simulation results over the two scenarios under
study suggest that DareFL saves up to 70% on the resources
for the network infrastructure, the involved clients and the
server, whilst exhibiting an average of 10% reduction of
accuracy against its competing resource-hungry schemes. The
rest of the paper is organized as follows. Related work is
presented in Sec. II. In Sec. III we analyze our system
architecture, followed by our simulation framework in Sec.
IV. In Sec. V, we provide a simulation-based performance
evaluation of DareFL. Lastly, we conclude in Sec. VI.

II. RELATED WORK

Drift management i.e., detection and thereafter mitigation
has been extensively studied for CL, where data, training nodes
and ML models are centrally co-located. Detection occurs
via data distribution-based or performance-based detectors
[5]. The former detectors continuously compare the training
data against historical data to find drifts via statistical tests
e.g., Kullback-Leibler divergence [6]. Performance-based de-
tectors, track the changes in the model’s inference error, based
on the Probability Approximately Correct (PAC) concept [5].
PAC states that a model’s performance degradation implies
that the learned relationship between the input data and the
prediction variable is no longer valid i.e., a concept drift has
occurred. Upon detection, mitigation takes place by either re-
training the models with new data, combining old and new
models or by model re-configuration [6].

Concept drift management for FL includes a) Personalized
learning, b) Asynchronous FL schemes and c) Continuous
Learning techniques. In Personalized learning clients develop
user-specific models by re-training a generic global model
[10]. Other alternatives include training both a global and

Fig. 1: Vanilla FL pQoS framework
local client models, to allow the clients to choose the best fit
according to their data [11] or meta-data from other clients
[12]. This can be even generalized so that clients obtain
multiple personalized models from the server and perform
aggregation locally (client side) [13]. Maintaining multiple
models however as Personalized learning suggests can add
to the system’s complexity, especially in a scaled FL envi-
ronment with thousands of clients. Asynchronous Federated
Learning on the other hand suggests that each client trains
and uploads its model when needed e.g., when a drift occurs.
Drift detection occurs on the client-side e.g., by comparing
new to historical data [3] or by assessing the global model’s
inference results [14], [15]. Drift mitigation is also handled by
the clients via re-training [3], ensemble methods [14], or by
adapting their local cost function [15]. Although promising,
asynchronous techniques introduce an extra layer of complex-
ity (computational, storage) to the resource-constrained clients.
Finally, Continuous Federated Learning (ConFL) suggests to
repeatedly re-train the ML model and mitigate potential drift
effects. In [7], clients detect drifts using euclidean distance
metrics; then the clients that experience drift are isolated from
the training process by the server. This approach however,
cannot be implemented in a generalized global drift that
applies to all clients. Server-side drift detection has been
also proposed via convex optimization [16]; mitigation occurs
thereafter by adapting the number of training epochs, but is
demonstrated to mainly work for near-stationary environments.
Similarly to ConFL approaches, in AdaptFL [8] drift is de-
tected by comparing the received client models in the server-
side via moving average. Upon detection, the server adapts the
learning rate hyper-parameter for the next training round and
communicates this information to the clients. In the presence
of drift the learning rate is increased, otherwise it gradually
decreases. Though ConFL/AdaptFL is shown to successfully
mitigate concept drift it requires constant training, which in
absence of drift consumes excessive network resources with
no extra performance gains.

III. QOS PREDICTION SCHEME

We hereby introduce the fundamental concepts that facilitate
pQoS in distributed automotive environments. Consider a
centralized server e.g., in a cloud infrastructure and several
client-vehicles. Each vehicle is equipped with a) in-vehicle
sensors for raw data acquisition, b) on-board processing units
for computations and c) a modem to allow for connectivity to
the server via the cellular network. Training of a pQoS ML
model uses data features related to network properties and
client mobility e.g., signal strength, position, speed, etc. [9].



A. Vanilla Federated Learning framework for pQoS

Training in FL occurs in consecutive cycles i.e., training
rounds R, as shown in Fig. 1. Assume a total number of C
client-vehicles. In each round r ∈ [1, R] the server randomly
selects a specified number of K clients for training i.e., trainers
and M clients for inference i.e., testers, so that K +M ≤ C
[17]. The global ML model is distributed to the selected
trainers and testers. Then, each trainer trains the global model
with its acquired data, creating a new local model. Each tester
on the other hand tests the model on the current round’s
data. Upon training completion, the server collects all local
models and aggregates them to an updated global model,
via the FedAvg algorithm [8]. The server also collects the
inference results from the testers, to produce an evaluation
report of the model’s performance and marks the end of round
r. Subsequently, the server re-distributes the updated global
model to another set of K trainers and M testers, initiating
the next training round (r + 1). The process repeats until
termination criteria are met e.g., maximum number of rounds
is reached [4]. In terms of scheduling, the training process
is divided into equally timed rounds of specified duration q.
Clients are constantly collecting environment data (features)
at a frequency f , but only use those collected within one
round duration q. As such in every round, each selected trainer
c ∈ [1,K] splits its data into a training train(c, r) and a
validation dataset val(c, r). Similarly, each tester c ∈ [1,M ]
creates an inference dataset inf(c, r). The respective datasets
are depicted in blue, green and red color in Fig. 1. Note
that prior to the training process we allow for a ”warm-up”
period, which includes a series of test-runs with limited data
for calibration in the server-side.

B. Concept drift management for distributed pQoS

Concept drift in ML refers to the phenomenon whereby the
statistical properties of data change over time in unforeseen
ways. Vehicular environments have been shown to experience
frequent drifts whether in a suburban, rural or highway areas
[9]. SotA FL algorithms either do not account for drift or
resort in a repetition of the training phase, which can lead to
resource-waste, as we demonstrate in Sec. V. As such, we in-
troduce our novel Drift-aware resource-efficient algorithm for
FL (DareFL) that serves a two-fold objective: 1) It timely halts
training upon convergence and thus, reduces resource waste,
and 2) It accurately detects drift and carefully orchestrates re-
training as a targeted drift mitigation technique. Eventually
DareFL monitors the models’ performance and decides if
further training is required. While training occurs, the round
is marked as active; when training pauses, it is marked as
idle. During idle rounds, client devices save on the processing-
related resources e.g., power consumption and the server-client
communication cost is decreased. Our solution is based on
the accurate detection of: a) the completion of the training
process (convergence), and b) a change in the underlying data
distribution (drift), to timely halt or (re-)initiate the training,
respectively.

Deducing these events can be challenging in FL, due to pri-
vacy constraints and thus, we leverage on the inference results
that indicate the ML model’s performance. Such performance-
based detectors assume that the model’s performance degrades
due to the effects of over-fitting or due to concept drift (see
PAC model in Sec. II). Model performance evaluation is based
on relative metrics that compare the model’s performance
against that of a baseline naive algorithm [18]. For pQoS
(time-series), we employ the following rolling-means algo-
rithm as our baseline predictor: the (naive) prediction ŷi of the
sample’s i dependent variable yi (ground truth) in time ti is the
mean value of the dependent variable’s last w values, where w

stands for the time-window: ŷi = 1
w

i−1∑
x=i−w

yx with i < w.

Then for a series of (inference) samples, a client runs two
types of inference; one using the ML model and another
using the naive algorithm. The performance of each inference
is calculated using the Root Mean Square Error (RMSE)
metric, as the most relevant to time-series tasks [18]. The
two RMSE values are compared with one another yielding
a single indicator value, denoted as kpi that expresses the ML
model’s performance enhancement over the naive algorithm.
If RMSEml and RMSEnaive mark the performance metrics
of the ML models and the naive algorithm respectively, our
indicator kpi of a client c in a round r becomes: kpic,r =
100 · (RMSEc,r

naive −RMSEc,r
ml )/RMSEc,r

naive

DareFL functions as a synchronous FL framework, where
training is divided into rounds of equal duration q. Client
selection of K trainers and M testers occurs, similar to Vanilla
FL (see Sec III-A). In the end of each round r, the server
collects a kpic,r value from each tester c ∈ [1,M ] and forms
a kpi list, denoted as {kpi}. DareFL then employs a drift
detection (DD) and a convergence detection (CD) algorithm
(both of which require {kpi} as input) to determine if the
model needs further training or not i.e., whether the next
round will be active/idle, respectively. In an active round, both
training and inference take place and the server receives the
trained models from the trainers and the kpi (inference) values
from the testers. In an idle round, training is halted; clients do
not update their models and only inference and kpi collection
are carried out.

The drift detection (DD) algorithm is based on the cen-
tralized Drift Detection Method (DDM) [5], which operates
without accessing training data, aligning with the principles
of FL. DDM detects drifts in classification problems, by
evaluating the model’s accuracy error rate. For a sequence of
successful/unsuccessful classifications (0 and 1, respectively),
assuming pi and si is the error (unsuccessful) rate and standard
deviation at the sequence’s instance (sample) i and pmin and
smin the minimum recorded values, respectively, then the drift
detection result of DDM is:

DDM(β2, β3) =


warning, if pi + si ≥ β2 · smin

drift, if pi + si ≥ β3 · smin

no drift, otherwise
(1)

The values β2 and β3 denote DDM’s sensitivity parameters,
which are tuned via grid-search. To use DDM in distributed



settings, each client’s kpi value is transformed to 0 or 1, by
comparing to a tunable parameter β1. β1 is a threshold that
expresses the minimum ML model’s accuracy improvement
over the baseline (naive) algorithm’s accuracy, to account for a
successful classification. Its value is tuned during the ”warm-
up” period’s test-runs that provide initial statistics over the
ML model’s performance (see Sec. III-A). DDM is fed with
the transformed {kpi}, denoted as (DDM list) {ddm} so that
a potential drift can be detected [5]. For the convergence
detection (CD) algorithm, we calculate the central tendency
ckpi of each round’s kpi list {kpi}, as the average value of
all its elements. The server keeps track of all ckpi values (in a
per-round basis) in a ckpi list, denoted as {ckpi}. Convergence
detection is performed via the following rule: if ckpi is not
improved over the last β4 rounds we assume that convergence
is reached. Tuning is performed during the ”warm-up” period,
by monitoring each round’s accuracy to observe its rate of
change.

IV. SIMULATION ENVIRONMENT

In view of public pQoS data restrictions [9], we have
fabricated two synthetic datasets1 via a high fidelity network
simulation that realistically models distinct drift scenarios in
automotive environments. On top, we have built a distributed
ML simulator2 accompanied with resource consumption calcu-
lations, to utilize the datasets and evaluate our proposal. Both
the datasets and the ML simulator are publicly available to
promote reproducibility of results.

Generating pQoS datasets with concept drift: Our datasets
represent a dynamic environment, where several client-
vehicles are moving in an urban area. Each client runs a
streaming cloud service constantly receiving data packets.
This data can refer to various automotive applications e.g.,
commands for ToD, video for infotainment services, etc.
Network simulation is performed using Simu5G, a library
that emulates a 5G cellular environment in OMNeT++ [19].
The simulator’s radio parameters e.g., channel properties,
antenna settings, etc. are set according to the Macro-cell model
proposed by International Telecommunication Union [20]. The
map in our simulations comprises of an urban 600× 600 m2

area located in Drapetsona, a suburb of Piraeus, Greece. Inside
this area, four 5G base-stations (gNodeBs) have been installed
by the national network operator, enabling four 5G cells [21].
This area, divided into several blocks by the actual road
network is integrated in our simulation by an OpenStreetMap
(OSM) instance [22]. The total number of included vehicles
is set to 25, according to vehicle density statistics in the
corresponding country [23]. The road network’s traffic is
simulated by SUMO, a traffic simulation package [24] that
creates a digitized version of the (real-world) OSM map
and produces the route files for the vehicles. Route files are
loaded in the Simu5G simulator, where a network-vehicular
mobility co-simulation takes place. For each vehicle’s route

1https://zenodo.org/records/11084689
2https://github.com/gdrainakis/distributed pqos

we assume SUMO’s default parameters for urban environment
i.e., exponential speed model (with maximum speed restriction
as defined by the OSM traffic rules) and the probability matrix
at intersections for {lane keeping, turn left and right} as
{0.5, 0.25 and 0.25}, respectively. The following information
is collected for each vehicle using OMNeT++’s monitoring
service: timestamp, channel quality indicator, packet delay,
measured signal to noise ratio (SNR), 3D client position
and velocity (in Cartesian coordinates), received SNR, radio
link control throughput, serving cell, client throughput. These
features are sampled at 1 Hz and comprise the values of our
synthetic time-series QoS dataset.

We have created two drift datasets that correspond to com-
plementary cases of major long-term changes in the considered
environment: 1) a network infrastructure-driven scenario (Sc1)
and 2) a human behavior-driven scenario (Sc2). In Sc1 we
assume that two out of four gNodeBs are switched off under
a cost-reduction on/off policy. [25] For Sc2 we modify the
users’ mobility pattern; we assume that a ”hotspot” e.g., a
metro station, is created in the lower-right edge of the map
resulting in a traffic increase to that area [26]. This is achieved
by increasing the probabilities of the routes leading to the
”hotspot” in SUMO’s route planning. All generated datasets
have a total duration of 20 hrs (simulation time) and the
respective drift event is introduced at t=10 hrs. Prior to drift,
clients achieve an average throughput of 4.7±1.65 Mbps. This
is decreased to 3.32±1.79 and 4.03±1.74 Mbps for Sc1 and
Sc2, respectively. These changes will eventually be reflected
on the model prediction’s accuracy, as shown in Sec. V.

Distributed ML simulator: Our simulator implements the FL
framework of Sec. III, along with the involved client-server
communication and ML processing (consumption) costs. The
distributed ML (training and inference) is facilitated via Py-
torch, a Python deep ML library [27]. For the network resource
consumption modelling, we assume a setup with a cloud
server and several client-vehicles. Each vehicle, equipped
with a 5G modem, communicates with the cloud server via
the 5G cellular network. For the processing tasks (training,
inference) the server is equipped with a Graphics Processing
Units (GPU), while vehicles avail less powerful processing
capabilities utilizing a common Central Processing Unit (CPU)
[28]. Our simulator estimates the energy consumption im-
posed to the clients and the server due to processing and
transmission, based on credible measurements in literature
and device benchmarking. Namely, a typical 5G modem at
uplink and downlink data rates of 20 and 100 Mbps consumes
for transmission and reception 2.5 and 3.5 Watt, respectively
[29]. A typical CPU trains an ML model relevant to pQoS
data at a speed of 25 samples/sec, while a GPU reaches 900
samples/sec [30]. Those tasks require power of 200 Watt [31]
and 225 Watt [30], respectively. Model aggregation however,
has not been measured in literature thus we estimate the
server’s GPU computational speed and consumption based on
the computationally-similar matrix-to-matrix multiplication at
10 models/sec and 100 Watt, respectively [32].



Fig. 2: Sc1 - RMSE comparison

V. EXPERIMENTAL EVALUATION

Evaluation methodology: Our novel drift management FL
algorithm (DareFL) is compared against existing solutions:
1) Vanilla FL (see Sec. III-A), 2) Continuous FL (ConFL -
see Sec. II) and 3) Adaptive FL (AdaptFL) [8] under the two
pQoS drift scenarios (Sc1, Sc2) described in Sec. IV. Vanilla
and ConFL serve as baselines, while AdaptFL is selected as
a representative SotA drift management FL solution. Each
scenario is repeated 10 times for a total of 80 experiments (2
scenarios × 4 algorithms × 10 repetitions). QoS (throughput)
prediction accuracy across time is evaluated via the RMSE
metric (mean values across all clients). Resource consumption
metrics include: 1) Normalized communication cost i.e., total
data exchanged between the server and the clients normalized
to the ML model size, and 2) Clients and Cloud energy cost
i.e., the total energy consumed at each side for processing and
transmission (see Sec. IV).

Throughout the experiments, round duration is set to q=1200
secs i.e., a total of R=60 rounds for each scenario. Drift occurs
at half-time (R=30) and lasts throughout the experiment. The
total number of clients is set to 25, with K=5 trainers and
M=20 testers per round, based on [33]. Trainers’ data is split
at a typical 80%-20% ratio [18]. Training is performed using
an Long short-term memory (LSTM) model [2], consisting of:
11 input features (equal to the total features of each dataset)
and 8 output features i.e., a (throughput) prediction horizon of
8 sec (other automotive ML-based predictions show acceptable
accuracy up to a 5 sec horizon [34]). Note that throughout Sec.
V we show the results for a horizon of 6 sec for clarity, though
the same principles apply to all other horizons up to 8 sec.
For the LSTM we set: sliding window w=75, hidden size=50,
Min-Max normalization, decay=10−5, Rectified Linear Unit
activation and Mean Square Error loss function, based on
test-runs and related works on LSTM models [18]. Hyper-
parameter tuning on our LSTM model via grid-search resulted
in the following values: batch size=64, learning rate=10−5,
epochs=500. Leveraging on our test statistics during ”warm-
up” we set DareFL’s parameters: β1=0, β4=5 rounds and
default values β2=2 and β3=3. For fairness, AdaptFL’s pa-
rameters are also tuned via grid search: β1=β2=β3=0.7.

Evaluation results: DareFL’s accuracy comparison against
existing FL algorithms for Sc1 is shown in Fig. 2. Vanilla FL
suffers from a sudden increase (51%) of the prediction error
(RMSE) at the 31th round, as a result of the inflicted drift.
In Vanilla FL, the ML model is trained until convergence is

reached, thus it cannot adapt to future drifts; as a result, the
model’s performance is degraded. ConFL on the other hand
addresses drifts by constantly training (updating) the model,
thus achieving maximum accuracy at all times. Compared to
Vanilla, ConFL exhibits an average of 7% higher accuracy
(in terms of RMSE) before and 40% after drift. Constant
training however, results in the linear increase of the network
bandwidth (see Fig. 3), energy costs for the clients (see Fig.
4) and the server (see Fig. 5). Compared to Vanilla FL,
ConFL consumes 720% more bandwidth and 470%, 580%
more energy in the clients and server-side at the end of
the simulation, respectively. Unlike these solutions, DareFL
leverages on its drift detection mechanism to ensure high
accuracy, comparable to ConFL. Prior to drift, ConFL outper-
forms DareFL by an average of 8%. Upon drift occurrence,
DareFL adapts in a handful of rounds (an average of 5.3
rounds across all experiments) and sustains similar accuracy
to that of ConFL until the end of the experiment (see Fig.
2). Specifically, ConFL outperforms DareFL by an average of
11% after drift. Meanwhile, DareFL’s energy and bandwidth
footprint is kept relatively low (comparable to Vanilla FL),
grace to its convergence detection mechanism that facilitates
idle training rounds i.e., saving on resources. As a result,
DareFL achieves 76% lower communication costs (see Fig. 3)
and 68% lower energy costs in the clients (see Fig. 4) and
74% on the server (see Fig. 5), compared to ConFL at the end
of the simulation.

AdaptFL, which serves as a SotA drift management FL
algorithm has similar behavior to ConFL, since it assumes
constant training (see Fig. 2). Compared to DareFL, AdaptFL
achieves a maximum accuracy enhancement of 9% throughout
the experiment. However, it exhibits the highest resource
consumption compared to all other algorithms. Specifically,
its communication costs are equal to that of ConFL (see
Fig. 3). Interestingly, AdaptFL consumes 200% more energy
compared to DareFL and 100% more than ConFL in the clients
and in the server side by the end of the simulation. This
behavior occurs due to AdaptFL’s drift management mech-
anism; at the server side it requires additional calculations for
its detection process, similar to FedAvg’s aggregation process
(see Sec. II). The gradual adaptation of the learning rate also
leads to ”slower” learning in the clients-side i.e., additional
epochs, which increases the client energy footprint. These
excessive energy costs however, have no effect on the increase
of accuracy.

The findings of Sc1 are also validated in Sc2. Vanilla FL
experiences a 43% accuracy drop at the 31th round, which
marks the effect of Sc2’s drift on the model’s performance.
ConFL exhibits the best performance across time, due to
constant training. ConFL outperforms Vanilla by 6% and 43%
before and after drift, respectively. DareFL exhibits similar
performance to that of Vanilla FL prior to drift however, it
adapts after the the 31th round, due to its drift detection
mechanism. As such, it converges in similar accuracy levels
as ConFL, within a margin of 5%. Compared to DareFL,
AdaptFL achieves a 5% accuracy improvement before drift



Fig. 3: Communication costs Fig. 4: Client energy costs Fig. 5: Cloud energy costs

and 1% after drift. Similarly to Sc1, both AdaptFL and ConFL
consume multiple times more energy and bandwidth to achieve
these (minor) improvements over DareFL. The induced cost
values for Sc2 are omitted, since the behavior is identical to
that of Sc1 (see Fig. 3, 4 and 5).

VI. CONCLUSIONS

Drawing on the dynamicity of automotive environments that
are subject to diverse drift causes, we have introduced DareFL,
a novel concept drift management algorithm for predictive
QoS, fully aligned to the FL principles e.g., data privacy that
operates at a significantly reduced resource consumption cost,
compared to SotA. Using our developed (open-source) FL
and network simulator we have evaluated DareFL under two
complementary (infrastructure-/user- related) QoS drift sce-
narios. Our results suggest that DareFL achieves comparable
prediction accuracy to existing solutions, whilst exhibiting an
up to 70% energy and bandwidth efficiency. Interesting further
research directions include the evaluation of the suggested
framework in network testbeds or tuning our algorithm’s
parameters via ML techniques, such as reinforcement learning.
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