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Abstract. Constraint satisfaction has become an important field in computer science. This technology is embedded in millions of pounds of software used by major companies. Many researchers or software engineers in the industry could have benefited from using constraint technology without realizing it. The aim of this paper is to promote constraint technology by providing readers with a fairly quick introduction to this field. The approach here is to use the well known 8-queens problem to illustrate the basic techniques in constraint satisfaction (without going into great details), and leave interested readers with pointers to further study this field.
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1. Introduction

Constraint satisfaction problems (CSPs) appear in many areas of computer science, especially artificial intelligence. Following the foot steps of disciplines such as robotics and expert systems, constraint technology has come out of the laboratories and gone into real world applications (see below). Constraint technology has been used or looked at by British Telecom, British Airway, French Railway, Cathay Pacific, Port of Singapore and many other organizations. Constraint-based software has become a multi-million Pounds industry. Many researchers or software engineers in the industry could have benefited from using constraint technology without necessarily realizing it. This article aims to promote constraint satisfaction technology by explaining what it is about in simple relatively terms. By using the “8-queens” problem as an example I shall attempt to (a) show that there are many ways to solve the same problem, and (b) introduce some of the basic techniques that can be used. This should help readers to decide whether they should look further into this technology.
1.1. What is constraint satisfaction?

A constraint satisfaction problem is a problem where one has to find a value for a (finite) set of variables satisfying a (finite) set of constraints (Freuder and Mackworth 1994) (Mackworth 1997) (Tsang 1993). Research in this field involves finding methods to solve such problems efficiently.

Constraints can be found in many places in daily life: regulations, restrictions, requirements, machine capacity and preferences are all constraints. One major application is scheduling. For example, airline companies have to schedule crews to flights, and meet aviation regulations and company requirements. Staff rostering in hospitals must satisfy restrictions on team composition, personnel regulations and perhaps preferences. In schools, timetables must be generated in such a way that no teacher will teach two different classes at the same time in two different places. I shall use the famous “8-queens” problem here to introduce some of the basic techniques used in constraint satisfaction.

1.2. What is the 8-queens problem?

The 8-queens problem is a well known puzzle among computer scientists. The problem is to place eight queens on eight different squares on a chess board (which has eight rows and eight columns), satisfying the constraint that no two queens can threaten each other. A queen can threaten any other pieces on the same row, column or diagonal. Figure 1 shows one of the many solutions to the 8-queens problem.

Why should anyone be interested in the 8-queens problem? While being an interesting intellectual challenge to some, the 8-queens problem does not resemble any real life problems. The only reason for using this problem here is simplicity – this problem is simple to describe but sufficiently difficult to require the techniques that we want to illustrate here. Most real life problems need a lot of time to explain, and many details need to be remembered in order to follow the discussion.

1.3. How to solve the 8-queens problem?

There are two basic classes of strategy for this (or any other) constraint satisfaction problem:

(1) systematic search strategies – put one queen onto the board at a time and make sure that no constraint is violated, until all eight queens are placed. If at any point one cannot find a safe place for a queen, remove the queen just placed (this is called backtracking), and place it in an alternative position which has not been tried. If the squares are tried systematically, all possible board situations will be tried if necessary.
A GLIMPSE OF CONSTRAINT SATISFACTION

Figure 1. One solution to the 8-queens problem – no two queens are on the same row, same column or the same diagonal.

Figure 2. No legal space is available in row 6.

(2) repair strategies – put all eight queens onto the board initially at random; then, if any queen threatens another, try to move it to a new place. The hope is that solutions can eventually be found through such repairs.

2. Systematic Search Strategies

2.1. Backtracking search, a naive strategy

A simple backtracking strategy for solving the 8-queens problem can be performed in the following way: rows 1 to 8 are looked at one at a time in numerical order. For each row, the columns A to H are looked at one at a time, from left to right, and a queen is placed in the first empty space which is not in conflict with any of the queens placed (in the rows above) so far. If all the spaces in the current row are illegal, then remove the previous queen and attempt to place it in an alternative column. Backtrack again if necessary.

For example, when simple backtracking is applied, the first five queens will be placed in the board shown in Figure 2. Then it is found that no legal space is available in row 6. In this case, the preceding queen, 5D, is removed. The queen in row 5 will be placed in the next legal space, which is 5H. Then the search will proceed to row 6 again. If it is found later that 5H leads to dead-ends too, then 4B will be repositioned, and so on.
2.2. Lookahead so as to recognize dead-ends

If one examines the situation carefully after putting each queen onto the board, one may be able to detect impending dead-ends early. For example, after putting in the first four queens in Figure 2, it is possible to deduce that there is no place to put a queen in row 6: Figure 3 shows that each square in row 6 is attacked by at least one of the first four queens placed. Being able to recognize this is useful, because one can then backtrack before trying to place the fifth queen in 5D and 5H.

In fact with the investment of more effort after putting each queen onto the board, one should be able to deduce that no solution exists after the first three queens are placed in Figure 2 (I shall not elaborate the logic here).

Such lookahead is a commonly used technique in constraint satisfaction (Dechter and Pearl 1988). The point is that the effort spent in analysing the situation after each step has to be balanced against the potential gain in avoiding futile search.

One of the simplest forms of lookahead is to invalidate all the threatened squares in the rows still without a queen. This is known as the forward checking strategy (Haralick and Elliott 1980). The gain in this example would, in fact, be small, but there are many other situations where the gain can be enormous.
2.3. Back-jumping and learning from failure

Another well known systematic search strategy is back-jumping (Haralick and Elliott 1980) (Prosser 1993). There are several variations and here is a simple one.

Suppose one does not perform lookahead but when dead-end situations such as the one described in Figure 2 are encountered, one attempts to find out what caused the dead-end. In Figure 4, the earliest decision which has ruled out each of the squares in row 6 is marked. For example, the earliest queen that attacks 6C is the one in row 2, although the queen in 5D attacks it as well. The listed decisions reveal that the latest culprit is the decision made for row 4. Therefore, one can ignore the alternative positions in row 5 and undo 4B immediately.

Note that the back-jumping and the forward checking strategies described above both achieve the same effect: alternatives in row 5 are ignored. More sophisticated back-jumping and lookahead strategies can achieve different effects. It is also possible to combine lookahead and jumping back strategies, though this will require more book-keeping.

The general principle behind back-jumping is to analyse the situation at dead-end situations to find out what the culprits are, and undo the latest one. The alternatives for the queens between that culprit and the dead-end are ignored.

This principle can be pushed even further: by analysing dead-ends more carefully, one can discover “no-goods”, combinations of decisions which can be rejected whenever they are encountered again (Prosser 1993) (Richards et al. 1995). For example, a little reflection should convince the readers that 1A, 2C, 3E and 5D together can also cause a dead-end in row 6. Therefore, when 4B is replaced by 4G or 4H later, 5D can be rejected immediately. In some cases, such savings can be very large.

2.4. Ordering in placing the queens

So far, we have assumed that the queens are placed from row 1 to row 8, and for each row, the columns are considered from A to H. In fact, these orderings can significantly affect the efficiency of a search.

One strategy, when applied to the 8-queens problem, is to place a queen in the row which has the least number of choices next. This strategy has been found to work well with many constraint satisfaction problems. It is sometimes referred to as the fail-first principle (though recently it has been proved to be an inappropriate name; interested readers should refer to (Grant 1988) for details). This strategy works well with the forward checking strategy described above. Assume that the first three queens have been placed in rows
1 to 3, and all the conflicting squares have been removed in the empty rows, as shown in Figure 5.

The number of available squares left in each of the empty rows is shown in Figure 5. The most constrained row is row 6, which has only one square unattacked, namely, 6D. A sensible decision is to put the fourth queen in 6D (rather than 4B). In this example, we are putting a queen in a row with no alternatives, which is obviously sensible. The point is: even if the most constrained row has more than one square available, it is still a good idea to place a queen in this row next.

Similarly, the order in which the available squares in a row are tried is significant for the efficiency of a search. One idea is to pick the most promising square first.

3. Repair Strategies

All the above methods assume that one queen is placed in the board at a time, and backtrack when necessary. Another approach is to start with 8 queens on the board, which may attack each other, and keep repositioning those illegal queens (in other words, ‘repairing the board’) until a solution is found or one runs out of patience. Such repair strategies are often called heuristic search or stochastic strategies (Reeves 1991).
3.1. A simple repair method

In this section, we shall introduce a simple repair method called the *min-conflict heuristic repair method* (Minton et al. 1992). The starting point can be obtained by putting 8 queens in arbitrary positions in each of the 8 rows. Alternatively, one can attempt to engineer a board situation with as few conflicts as one can conveniently get. Figure 6 shows a situation which was created by putting one queen at a time from row 1 to row 8, minimizing the number of attacks for each row. For example, a queen is placed in 7F since it is attacked by no other queens above it. A queen can be placed in 8A or 8H because they are both attacked by only one other queen; in Figure 6, 8H is chosen arbitrarily.

In Figure 6, the only queens that attach each other are in 1A and 8H. One repair strategy is to pick one of them at random, and attempt to reposition it in the same row, in a square that is attacked by the least number of queens, breaking ties randomly. Actually randomness is found to play an important role in repair methods.

Assume that in Figure 6, 1A is picked for repositioning. A count would reveal that 1A, 1E and 1H are each attacked by one other queen only, while all the other squares in row 1 are attacked by two or more queens. There is nothing to stop 1A being picked if a random choice is to be made, but to make it more interesting, let us assume that 1E has been picked. The board situation after this “repair” is shown in Figure 7.

In Figure 7, 1E and 3E are the only two attacked queens. One of them will be picked randomly for repair. If 3E is picked, then 3A and 3E are better choices, as they are each attacked by one other queen, while all the other squares are attacked by two or more queens. The solution shown in Figure 8 will be found if one by any chance moves 3E to 3A, 6D to 6H, and then 8H to 8D.

3.2. Alternative repair strategies

Based on the observation that in every solution each column must be occupied by one queen, an alternative repair method is to swap the columns of two queens in each repair. In the example in Figure 6, had one chosen to move 1A to 1E, 3E will be moved to 3A at the same time. Similarly, the reposition of 6D by 6H and 8H by 8D will be done in one repair iteration rather than two. This strategy exploits certain properties of the 8-queens problem and therefore is less general than the above repair strategy.

Other ways of repairing a candidate solution have been proposed. For example, GSAT re-starts from new starting points periodically (Selman et al. 1993, 1994) (Gent and Walsh 1993). *Tabu search* imposes restrictions on
reparis that one is allowed to make at any time (Glover et al. 1989, 1993). Simulated annealing allows poor moves (i.e. moves which may increase the number of attacks) under certain circumstances (Aarts and Korst 1989) (Chew et al. 1992). Borrowing their ideas from nature, genetic algorithms maintain and manipulate a set (called ‘population’) of candidate solutions (Eiben et al. 1994) (Ruttikay et al. 1995) (Warwirk and Tsang 1995) (Lau and Tsang 1997). GENET (Davenport et al. 1994) and guided local search (Voudouris and Tsang 1996, 1997, 1998) “learn” about bad moves or bad combinations of positions. These are all interesting strategies, but detailed description of which is beyond the scope of this paper.

4. Using Constraint Satisfaction to Solve Problems

In this section, we ask the question of how to apply constraint technology. Very little research has been done on the software engineering aspect of constraint satisfaction, i.e. given a problem, how should one approach the problem and, if appropriate, apply constraint techniques to solve it. Initial steps have been made in the CHIC (http://www.ecrc.de/CHIC) and Computer-aided Constraint Programming (CACP; http://cswww.essex.ac.uk/CSP/cacp/) projects.

Figure 9 shows a broad outline of applying constraint satisfaction techniques to solve problems. Given a problem description, one way to determine whether it can be solved by constraint satisfaction is to attempt to define three
components: (i) variables, (ii) domains and (iii) constraints. If one can define these components, then one can apply constraint satisfaction techniques to solve the problem. In Section 2, we defined for the 8-queens problem 8 variables, each representing the queen in one row. Each variable is allowed to take values A, B, ..., H. This set of values is called the domain of the variables. Assigning value H to variable 4, says, represents placing a queen on row 4, column H. Note that in this problem, all variables have the same domain. In other problems, this may not be the case. We can think of the constraints in this problem as a function: given any pair of assignments, it returns ‘violated’ if the assignments represent two squares in the same column or the same diagonals; it returns ‘satisfied’ otherwise.

It is important to note that there are likely to be many different ways to formulate the same problem as a constraint satisfaction problem: by defining the set of variables, their domains and constraints differently. Some formulations could make the problem significantly easier (or more difficult) to solve than others. Little progress has been made in making problem formulation a mechanical procedure. Some preliminary steps have been made by Nadel (who presented many alternative ways to formulate the 8-queens problem as a constraint satisfaction problem (Naded 1990)) and Borrett (who extended Nadel’s work (Borrett 1998)).

Figure 9. A broad outline of applying constraint satisfaction techniques to solve problems
After formulating a constraint satisfaction, the next task is to find a way to solve it. One possibility is to choose and implement one of the algorithms described above. (Exactly which algorithm to choose is a non-trivial issue, which will be discussed in the next section.) Details of the algorithms described above can be found in Tsang (1993). An alternative is to use packages such as ILOG Solver (Puget 1995), CHIP (Simonis 1995), ECLiPSe (Lever et al. 1995) and Prolog IV (Colmerauer 1990). These packages, which are all results of sound constraint satisfaction research, have been applied to real life problems (see, for example, (Cras 1993) (Wallace 1996) (Zweben and Fox 1994)). They have built-in procedures for solving constraint satisfaction problems, though expert users may implement their own constraints solving algorithm if they want to.

Two points should be noted when considering using commercial packages. Firstly, some users may find the learning curve in certain packages steep. Secondly, the choice of variables, domains and constraints may be crucial to the efficiency, so knowledge about problem formulation and the algorithms used by these packages is still very important. To alleviate these problems, consultancy is available (at extra charge) with most of these packages.

5. Choice of Algorithms

In the previous sections, we have seen the principles behind the main techniques in constraint satisfaction. One important decision is the choice between systematic search and stochastic search, because they have very different approaches and different resource requirements.

In systematic search, one can ensure that all possibilities are tried and therefore solutions will be found if they exist. In a repairing approach, it is not that easy to ensure that all possibilities are exhausted. What one gains in the repairing approach is that solutions can be found more quickly in certain types of problems.

The 8-queens problem is relatively small and most people could find a solution without the aid of a computer. However there are many real life problems that are much larger and would take many months or years to solve without the aid of a computer. Imagine trying to find a solution to the 1,000,000 queens problem. The min-conflict heuristic repair method mentioned above can find a solution within minutes on today’s computers. Systematic search would probably take days.

On the other hand, almost all existing repair methods cannot tell when a problem has no solutions. They can only keep on searching until resources run out. An interesting debate on whether systematic or repair-based methods are more promising can be found in (Freuder et al. 1995). It is reasonable
to believe that systematic methods are better for some problems and repair-based methods are better for others.

Under each search paradigm, there are still many search algorithms to choose from. Besides, one may choose heuristics for ordering the variables and values in systematic search. We introduced a heuristic (namely the fail-first principle) for ordering the variables in a systematic search in Section 2.4. Many other heuristics have been proposed in the literature. Their performance often vary when worked with different search algorithms. The modern view is that different algorithms and heuristics are suitable for different problems. Unfortunately, very little work has been done in positioning the algorithms and heuristics among constraint satisfaction problems (readers may refer to (Tsang et al. 1995) for preliminary work). This means given a constraint satisfaction, it is extremely difficult to know which algorithm and heuristic are the most efficient for solving it. Expert knowledge is needed. This software crisis (the crisis that expert resources are the bottle-neck in engineering constraint-based software) partly explains why constraint satisfaction has not been more popular, despite its wide applicability and its maturity in algorithms design.

6. Where To Go From Here?

This paper only describes some of the basic techniques in constraint satisfaction. It is not meant to be a survey. Many interesting techniques in this field have not been covered here. Rich and Knight (1991) gives a good (though somewhat dated) account of techniques developed in this field. Tsang (1993) provides a rigorous and thorough account of fundamental techniques. The newer ideas can only be found in research papers. One of the best places to start searching is the Constraints Archives (see References). The journal constraints report some of the frontier research in this field. Research papers occupy a significant proportion of conferences such as International Joint Conference on Artificial Intelligence, (American) National Conference on Artificial Intelligence, European Conference on Artificial Intelligence and Principles and Practice of Constraint Programming (conference).
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