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Abstract- The need for real-time services support over the Internet drives research efforts towards the
provision of quality of service (QoS) guarantees in IP networks. Amongst the various aspects of QoS
provisioning, QoS state establishment and maintenance in intermediate routers is a major factor,
responsible for dynamic resource allocation. The dynamic manipulation of QoS state is possible through
the utilization of appropriate QoS signaling that triggers the respective resour ce allocation in QoS-capable
network elements.

At first, protocol design assumed a homogeneous underlying network and resulted in end-to-end QoS
protocols that applied specific QoS configuration in all routers along the path. The need, however, for
accommodating network heter ogeneity and flexibility, gave birth to a two-tier resour ce management model
that utilizes separate signaling for intra- and inter-domain reservations and requires different signaling
processing in domain interior and border routers.

This paper gives an overview of the QoS signaling protocols designed for the Internet and describes their
characteristics. Moreover, the identified protocols are classified depending on their applicability for intra-
or inter-domain usage. A comparison of the various protocols based on some common signaling elementsis
also provided and futuretrendsin the Internet QoS signaling area ar e identified.

Keywords: QoS signaling, two-tier resource management, inter-domain signaling, intra-domain signaling,
aggregation

I.  INTRODUCTION
The Internet was designed as a best-effort netwoflering no QoS assurances for the
supported services. However, the imminent dominaiche Internet Protocol (IP) as a de-
facto telecommunication standard, leads in an asingg demand for the efficient support of
real-time services over the Internet with QoS emste. The most prominent ways for offering
QoS in the Internet are network over-provisionitigffic engineering, and differentiated
packet treatment inside routers.

The advent of fiber and the latest advances incaptetworks and router technology that
allow for excess network and router capacity mager-provisioning a possible approach for
QoS support over the Internet. Excess resourcemevey, can be proven to be rather



expensive, especially in access networks (wiredvioeless) where bandwidth is a scarce
resource. On the other hand, bandwidth availabéitg router capacity in general cannot be
considered as an infinite resource, considering i@ increasing penetration of broadband
access technologies to the users (e.g., xDSL, Hibethe Home, or Fiber to the Curb
technologies) is expected to increase significahiyresources required in the core networks.

For the aforementioned reasons, efficient mechanfemsupporting end-to-end QoS through
the Internet should be developed and implementeé. \@ay of supporting QoS in the Internet
is through traffic engineering, where routing of$)packets does not follow the traditional IP
routing protocols (i.e. OSPF and BGP), but instiedes into account available resources and
expected traffic on the various network links. Baling this approach, some paths can be
over-provisioned and used for the most demandinggidlows (marked with the appropriate
label), whereas others could be left for the bésiHetraffic. A traffic engineering technique
that can provide service differentiation is MPLSPMS is a forwarding scheme that uses a
fixed-length label inside the packet's header toidke packet handling. MPLS-capable routers
are configured to forward packets with the samellédbthe same outgoing interface. This way
label switched paths that correspond to differeaf@lasses can be built across the Internet,
where all packets marked with the same label follogvsame route.

In this paper, however, we focus on QoS mechanigrat maintain the standard routing
functionality, and rely on differentiated packetdtment inside routers to support end-to-end
QoS provision. Following this approach, QoS is esdwia adequate packet classification,
gueuing, and scheduling inside routers that reflleetQoS characteristics of the packet. The
QoS-related configuration of routers along the dad¢éh can take place via the end-to-end
exchange of messages, i.e., QoS signaling. Signaftiessages are processed in the routers
along the path and enable the reservation of reseufor the requested QoS service.
Moreover, signaling exchange allows for the negiotia of requested and received QoS
characteristics between the initiating and theivéeg user and between the initiating user and
the network.

An independent, but important aspect in QoS prowiss the existence and operation of policy
and admission control inside the routers. Poliaytiem determines whether the requesting user
is entitled to make the requested reservation,emailmission control determines whether the
node has sufficient resources to facilitate themestion. If both checks succeed, the requested
reservation can be established, by configuring thgpective router parameters. Policy
and admission control can also be centralized, @baty minimal enforcement stubs operate
in each node. However, admission/policy contrakédl separated from QoS signaling, and is,
therefore, not covered in this work.



The result of a fertile research work in the arédnternet QoS signaling for more than a
decade has resulted in a plethora of proposed mistha for allocating resources either inside
a domain (intra-domain) or in between domains (idt@main). This paper gives an overview
of the various QoS mechanisms, describes the n@@8 protocols, classifies them into

broader signaling categories and attempts a cosgralietween them based on their individual
characteristics. Major trends and principles in@@S signaling area are also discussed.

The rest of the paper is organized as follows: iBedli presents QoS background issues;
Section 1l identifies and describes the single-tiesource management architecture and the
respective end-to-end QoS signaling protocols; i@eckv presents the two-tier signaling
architecture and its protocol representatives fmthhintra- and inter-domain QoS signaling;
Section V summarizes the presented approaches iaodssles their merits and drawbacks;
Section VI presents other efforts to give an ovewof the Internet QoS area. Finally, Section
VIl concludes the paper.

Il.  BACKGROUND

The Internet community soon realized the visiorendél-to-end QoS services and introduced
the Integrated Services (IntServ) architecturetglimplement this vision into specifications.

IntServ supports end-to-end signaling, QoS stat@bkshment and management for per-flow
differentiated treatment in intermediate routemnglthe data path. The signaling protocol that
emerged to meet the integrated services requiramentRSVP (Resource reSerVation

Protocol) [3]. The IntServ architecture was desthte facilitate every QoS element (router

functionality, signaling, and accounting) in a figeined manner. To achieve this goal,
IntServ was founded on the underlying assumptiat #hhomogeneous Internet environment
equipped with IntServ enabled routers and end hesttd be the common case.

The IntServ architecture in general and the RSVBopol in particular received criticism,
mainly due to the scalability issues raised by gkete maintenance for every data flow in
intermediate routers across the end-to-end path.Ifternet community considered, therefore,
other alternatives to the QoS provision problemisTime, the target was a lightweight QoS
architecture putting as little burden in the rostes possible and providing coarse-grained
traffic prioritization based on the statically cratdted Service Level Agreements (SLAS)
between users and the network. SLAs specify theuamand types of traffic each side has
agreed to send and receive. The outcome was Diffefferentiated Architecture) [2].

DiffServ networks are statically configured to sappa small set of QoS levels (PHBs — Per
Hop Behaviors) and do not use any QoS signalingtiate establishment and maintenance in
routers. DiffServ routers prioritize the data paskaccording to a 6-bit field in the IP packet
header (DSCP, DiffServ Code Point) that reflects taquested QoS level. This procedure



results in aggregating reservations for differesdgra sharing the same QoS level. Appropriate
packet marking takes place either at end-hosts @iféServ edge routers before the traffic
enters the DiffServ network. DiffServ edge routpesform, in addition, traffic classification
and traffic conditioning procedures (including migtg, marking, shaping and policing) based
on the contracted SLASs.

The DiffServ model is simple and avoids processingiplexity and signaling overhead in
network routers (especially in interior routersiurthermore, it does not mandate any specific
QoS protocol implementation to the end-user apiina DiffServ, however, is rather rigid
since the users cannot dynamically change the anwdurserved resources according to their
current traffic requirements. Moreover, the aggtiegaof different flows belonging to the
same QoS level can result in an unfair distributddrresources among the flows inside the
same aggregate (e.g. due to the aggressivenessomé $ursty flows). For all the
aforementioned reasons, statically configured Qa®nains, unless being highly over-
provisioned, may fail to offer the agreed QoShi® tisers.

Furthermore, the realization of the fact that thiednet is a concatenation of technologically
and administratively different domains (Autonomdystems - ASs) led to the identification
of separate QoS techniques for the efficient suppbmtra- and inter-domain QoS. Thus, a
two-tier resource management model was propospd,iwith the intra-domain QoS signaling
performing resource management inside a domain tlednter-domain signaling managing
resource allocation between domains. The two tewust be closely coordinated to enable
provision of the necessary end-to-end QoS suppbe.two-tier model increases the degrees
of freedom regarding end-to-end QoS support, seah domain is free to choose any QoS
support mechanism for allocating resources intgrnak long as proper co-operation takes
place with the respective inter-domain signalingtcol.

1. SINGLE-TIER QOS SIGNALING
Single-tier signaling offers end-to-end QoS guarast assuming a homogeneous QoS
architecture for the Internet, where all routerppgrt the same QoS mechanisms. Single-tier
signaling traverses the end-to-end path betweeodhmnunicating users following standard IP
routing, establishes and maintains a QoS statedryantermediate IP router. The subsequent
data packets follow the same route with the Qo8adigg and take advantage of the specific
QoS behavior that the signaling has configureautears along the path (Figure 1).
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Figure 1. Single-tier QoS Signaling

A major representative of the single-tier signalisgRSVP, designed for application in a
homogeneous end-to-end IntServ architecture. RSRiges uni-directional reservation of
resources for each application data flow, and ad@ptreceiver-based resource reservation
approach for QoS sessions, suited for handlingrvagens in a multicast environment.
Resources are reserved and respective soft statasstalled for each data flow on RSVP
aware routers along the path, using a two-passakengnscheme (Figure 2). The sender
initiates the signaling procedure by sending an-terehd PATH message (message 1 in
Figure 2) towards the receiver, in order to infatme receiver about the traffic shape of the
data flow and the available resources of routeysgthe path. The traffic characteristics of the
source and the requested QoS service type aresespeel by specific objects inside the RSVP
messages. The PATH message installs route-speiftcstates in all traversing routers, in
order to enable the response messages to followeterse path back to the sender. The
receiver responds with a RESV message (messageFRjume 2) that performs the actual
reservation of resources along the path. Admissiod policy control takes place in each
traversed RSVP router. The RESV message is serbywjop between routers following the
reverse path, according to the route specific statablished by the PATH message. Merging
of the various reservation messages heading fosdh®e sender takes place along the route,
allowing for efficient multicast reservations. Asrasult of the aforementioned signaling
procedure, reservation and signaling soft statesnatalled in all RSVP-enabled routers along
the path, which are maintained by periodic endrid-efresh messages.

While RSVP succeeds in assuring QoS separatelgdohn data flow, it has received criticism
regarding the complexity and the processing oveflitaanplies in routers. Since the amount of
states stored in each router increases linearlly thieé number of traversing QoS flows, the
number of states stored inside routers can raiatalstity issues, especially in backbone



routers that handle a lot of traffic. Moreover, thee of refresh messages transmitted
periodically for each flow has been accounted fontgbuting to signaling and processing

overhead inside the network. The latter has beaireaded in [14] where, among other

optimizations, the use of a Bundle message is meghovhich consists of a bundle header and
a body carrying multiple RSVP messages dealing sefbarate sessions.

Router ~ eeecee PATH

- RESV

End-Host

Figure2. RSVP message exchange

As an alternative to RSVP, YESSIR (YEt another ®er®kssion Internet Reservation) [10] is
proposed for uni-directional per-flow reservatioithin the IntServ QoS model. YESSIR is

built as an extension of the RTCP (Real Time CdrRrotocol) protocol, an in-band control

protocol for RTP flows. YESSIR design is based lba assumption that a large fraction of
applications requiring guaranteed quality of sex\ace real-time applications and as such, will
use the RTP (Real-time Transport Protocol) to @elitheir data. RTCP is used for the
transportation of the YESSIR reservation messa§e#t. reservation states are installed on
each router along the path, as the RTCP/YESSIR agestravels from the sender to the
receiver (Figure 3). Reservations are installexh@lthe path following a one-pass sender-
based reservation mechanism.

YESSIR seems to perform better than RSVP in teringeservation set-up time, signaling
processing and message overhead. Measurementsidli€ite that YESSIR reservation setup
time is three times faster than that of RSVP amad the YESSIR refresh message processing
overhead is around half of that of RSVP refresh.réduer, YESSIR is designed to take
advantage of the RTP and RTCP protocol features auwids the implementation of an
independent reservation protocol.
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Figure 3. YESSIR message exchange

Boomerang [9] is another reservation protocol desigwith simplicity in mind. Boomerang
establishes per-flow bi-directional reservationsing a single protocol message. The
Boomerang reservation message is sent by thetingiaode (which may be the sender or the
receiver) to the far-end node, where it is echoacklio the initiating node. Resources are
allocated hop-by-hop (using soft states) in allteosi traversed by the reservation message in
both directions (Figure 4). When the initiating roteceives the Boomerang message, it
verifies the success of the reservation by exargitive appropriate message flags set in the
message by the routers along the path. Reservatgmsages are then sent periodically from
the initiating to the far-end node to keep the meston alive along the upstream and
downstream paths.

EH End-Host I Data

IEI Router ~ eeeees BOOMERANG message

Figure 4. Boomerang message exchange

The Boomerang message is routed according to sthinoating procedures. This ensures that
the reservation will be made along the correct pattboth upstream and downstream traffic
and eliminates the need for storage of route-sigesiidtes along the path. Signaling states are



also eliminated from the routers, due to the use sihgle reservation message. However, per-
flow reservation states are still installed in eaohter along the path. Boomerang’s short
messages, along with the elimination of routing sigghaling states, contribute to an enhanced
protocol performance especially in terms of procgs®verhead. Based on implementation
results [9], Boomerang signaling overhead (in teomiytes/sec) is about 4,6 times lower than
that of RSVP. Boomerang also results in lower mgnamid processing requirements in routers
when compared to RSVP. The Boomerang memory gaardand 400 bytes/flow and the
processing gain ranges between 2 and 4 dependitige@pecific type of message processed.

Both YESSIR and Boomerang, similarly to RSVP, psmthe storage of per-flow QoS states
in all routers along the path, which is a majornpaf criticism due to scalability reasons.

Regarding Boomerang, however, a protocol extensasbeen proposed in [9] for aggregating
per-flow states in routers, when necessary. Intexidiboth YESSIR and Boomerang follow

the soft state approach introduced by RSVP. Assaltrethey use refresh mechanisms for
keeping the reservations alive, which adds to idpeasing overhead. Moreover, YESSIR caters
for RTP traffic only.

INSIGNIA [17] is a QoS protocol proposed for theppart of adaptive services in mobile ad-
hoc networks. INSIGNIA is an in-band signaling ®yst that supports restoration and
adaptation of the reserved resources to the canisiwchanging conditions of the ad-hoc
networks. The INSIGNIA control messages are trartsgoinside IP data packets (using IP
header options), which follow the dynamic routingtpcols proposed for ad-hoc networks,
and install per-flow soft states in traversed roatin-band signaling systems are considered in
general to be well suited to the rapidly changimgimnment of mobile ad-hoc networks,
enabling fast resource reservation and restoratfter topology changes. Simulation results
study the effect of mobility on the INSIGNIA netwkoperformance (i.e. percentage of packets
delivered as QoS packets, as best-effort packetseorg lost) and show that INSIGNIA
supports relatively constant QoS delivery (arou@%h®f packets receive QoS) under slow and
moderate mobility conditions (between 3,6 and 18WRrfl17].

Overall, single-tier signaling assumes a homogesn€dnS architecture being applied end-to-
end in the Internet, which is not usually the caBbis simplified assumption, however,
eliminates any interworking issues between diffef@aS protocols in the domain boundaries,
adding to the simplicity of the QoS protocol impkmation. The simplicity of this signaling
category is further emphasized by the use of standauting procedures throughout the
network for routing the QoS signaling messages.

Concluding this section we would also like to prasen alternative method for supporting
QoS, that does not directly involve however, theereation of resources. This proposal



suggests the use of the Session Initiation Prot@&i#l) [25]. SIP is a request-response protocol
for initiating and managing communications sessiarthe Internet. SIP intentionally does not
involve itself with the reservation of resourcesl aan, in principle, work independently from
the resource reservation protocol that may be asmuy the data path. Regarding QoS, SIP
could provide the transport mechanism enabling Q@fjotiation, policy and AAA
(authentication, authorization, and accountingpezd@ment. QoS negotiation is enabled via the
transport inside the SIP messages of Session PasarProtocol [24] objects that describe the
capabilities of the end-hosts and the charactesisif the connection (e.g. media, bandwidth
codec, etc.). Regarding AAA/policy enforcement, $iBvides a universal transport means to
carry AAA/policy requests to the local AAA/policesrer, which has the authority to grant or
deny access to local (edge router) or remote ressuithrough brokering with peer servers).
SIP does not perform the actual reservation ofuess, which is assured by the underlying
reservation protocol (e.g. RSVP). It is importdmdywever that appropriate coordination exists
between the two protocols so that requested ressusre reserved before the data
communication between the end systems begins [@&jeover, to alleviate the user terminal
from QoS resource functionality implementation, $®ensions are proposed in [27] (Q-SIP
protocol). These extensions allow for terminal Qe§uest information to be transported inside
Q-SIP messages. Q-SIP messages are addressedctallysp#esigned proxies inside the
network that are responsible for performing theialcteservation of resources.

IV. TwO-TIER QOS SIGNALING
The Internet is a concatenation of different autoaos systems that are administratively and
technologically independent. Taking this into acdouhe two-tier resource management
model is proposed [7], where the need for two sEparesource management categories is
identified: one inside the administrative domaintrf@-domain signaling) and one between
domains (inter-domain signaling). Appropriate conation of the intra- and the inter-domain
signaling results in efficient end-to-end manageneémnesources.

—_ Inter-domain Signaling

Edge Router

----- Intra-domain Signaling

End-Host Data

Figure 5. Two-tier QoS Signaling



The two-tier signaling architecture, illustratedrigure 5, implies that each domain is allowed
to use its own QoS mechanism or protocol interpnallipwing for concatenation of the various
heterogeneous domains. The provision, howeverndfte-end QoS requires that appropriate
interworking between the intra- and the inter-dam@oS protocols take place at the domain
boundaries.

In the following paragraphs, the major intra- amder-domain signaling protocols are
presented.

A. Intra-domain QoS signaling

Intra-domain QoS signaling is the signaling usedgerforming resource allocation inside a
domain. The purpose of intra-domain resource diiocas to determine whether sufficient
resources are available for traffic flowing througgch domain and, if so, to allocate resources
for this traffic. Intra-domain signaling performssource reservation based on the user's QoS
requirements that it receives via interaction vitie end-to-end inter-domain QoS signaling.
Appropriate QoS parameter mapping takes place atdthmain boundaries or at specific
resource management entities inside the domain.

The simplest way to allocate resources inside aaglorns through static configuration of
resources inside routers for a small number of @@ls according to the DiffServ QoS
model. Following this approach, no signaling isuiegd for allocating resources inside the
domain. However, as already mentioned, staticallyfigured QoS domains may fail to offer
the agreed QoS to the user, unless highly overigiomed. Over-provisioning may be
particularly expensive especially in access domaiumere the use of QoS signaling is advised
for the reliable offer of the agreed QoS and thieieht management of resources.

As an alternative to static router configuratiom fQoS, the IntServ architecture can be
deployed in the domain interior, relying on RS\M&r dynamic resource reservation inside the
domain [7]. Per-flow reservation signaling resulteyvever, in a number of QoS states stored
inside routers that is analogous to the numberadfetsing flows. It seems, therefore, that
IntServ would be appropriate for access domainsreviibe number of QoS flows is

manageable but the resources are scarce, whil&ddffwould be a good candidate for core
domains where over-provisioning is possible andhtlmaber of traversing flows is rather large.

YIn principle, there does not seem to exist anyrtmeh barrier for deploying any single-tier
protocol (e.g. YESSIR or Boomerang) for performinga-domain reservation. However, this
scenario as well as the respective requirementsterworking with inter-domain protocols

has not been addressed in previous research watkthaarefore, is not considered in the
current study.

10



In an attempt to combine the DiffServ simplicitytiithe dynamic resource management
enabled by QoS signaling, a number of signalingrawauters can be introduced inside a
DiffServ domain. While DiffServ domains are in gealesignaling-unaware, the DiffServ

signaling-aware routers could participate in Qajhaling and perform admission control and
aggregate (PHB-based) resource allocation for iff&&v domain (Figure 6). The number of

signaling-aware routers inside the DiffServ domeam vary from only edge routers to all

interior routers [4], depending on the specific relateristics of the domain, as well as the
desired degree of reliability in offering the agie®0S. This approach enables per-flow
admission control and dynamic allocation of resesrio the various DiffServ QoS levels.

R
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(SRA) Signaling-Aware Router ~ eseeee QoS signaling
R Signaling-Unaware Router
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EH End-Host

Figure 6. Dynamic Resource Management inside a DiffServ domai

A first approach for enabling dynamic resource adtmn inside a signaling-aware DiffServ
domain is through the use of RSVP [4]. RSVP messagstall per-QoS level reservation
states in RSVP-aware routers while they cross panestly the RSVP-unaware routers.
Although RSVP-aware nodes in the DiffServ regiontipgate in RSVP signaling, they
perform classification and scheduling of the subset| data traffic based on the packets’
respective DSCPs allowing for data and reservagtates aggregation based on the DiffServ
principles. Aggregation, however, does not take@la the control plane, since per-flow
RSVP signaling states are stored inside routers.rélative number of RSVP-aware routers in
the DiffServ region should, therefore, be carefgiyected to keep the state maintenance in the
DiffServ network relatively simple.

Moreover, to enable aggregation in the control @laf a dynamically managed DiffServ
domain, RSVP aggregation can be used between dadges [4]. Aggregated RSVP [5] is an
RSVP extension designed for handling aggregatevasens that cross an aggregation region
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(e.g. a DiffServ region) and share common ingress egress routers (aggregator and de-
aggregator). Aggregated RSVP assumes end-to-end®R8Maling exchange between users
and the existence of a number of RSVP-aware routside the aggregation region. Aggregate
RSVP messages are exchanged between the aggregatbrde-aggregators located at the
edges of the aggregation region (Figure 7), assporese to the per-flow RSVP messages.
Aggregate RSVP messages result in storing per-ggtgesignaling and reservation states in
routers inside the aggregation region. Initial reggon levels for each aggregate can be
established between edge routers, based on améidipaffic patterns. The end-to-end RSVP
messages should cross transparently the aggregetom, so that RSVP routers inside the
aggregation region do not process them. For tlsam, the IP protocol number of the end-to-
end RSVP messages is changed upon entering thegagign region (at the aggregator) and is
restored at the de-aggregator.

| ——

R D
EA k/ =~ e
EATZ e B Aggregation R N\ _b— "
. X region )
R RSVP Router ~ seeses Per-flow RSVP
A | Aggregator _ Aggregated RSVP

D De-aggregator

EH End-Host

Figure 7. RSVP aggregation

Another framework designed for edge-to-edge dynamesource allocation inside a DiffServ
domain is the Resource Management in DiffServ (RM@mework [11]. The RMD
framework specifies the PDR (Per Domain Reservataamd PHR (Per Hop Reservation)
protocols that are both triggered at the ingred6SBiv edge router by the end-to-end inter-
domain QoS protocol (e.g. RSVP). At DiffServ edgeters the inter-domain protocol QoS
parameters are mapped to the DiffServ DSCP. The pio®col operates edge-to-edge within
the DiffServ domain and establishes dynamic pes-fitates at the edge routers, enabling per-
flow admission control on behalf of the DiffServirdain. The PDR protocol is only processed
by the DiffServ edge nodes. The PHR protocol ogsrabp-by-hop between interior DiffServ
routers and reserves requested resources insidespective DiffServ QoS levels. DiffServ
interior routers store per-QoS level reservatiostest PDR messages are usually carried
encapsulated inside the PHR messages. The RMD \frarkenessage sequence is based on a

12



request-response procedure, where reservation gesqueare sender-initiated and
acknowledgements are sent back by the receiver. RddBrvation states can be either soft or
hard states. A refresh mechanism is used for tiftestate maintenance. Simulation results
show that the mean processing delay of PHR resernvatessages are more than 1300 times
smaller than that of the RSVP reservation messafje This is due to the RMD aggregate
state maintenance that significantly reduces tlok-lgp time in the reservation state table,
compared to the RSVP per-flow state maintenance.

A similar effort for offering QoS guarantees insi@e DiffServ domain is the DiffRes
reservation protocol [12]. DiffRes uses a combmabf end-to-end (or edge-to-edge) and hop-
by-hop messages to dynamically perform aggregatrvations inside a DiffServ domain. For
each flow, after collecting resource availabilibfjarmation along the route, the sender (or the
ingress router) issues a reservation request mesHag performs the actual resource
reservation in the DiffServ routers along the rouRer-flow soft states are stored in the
DiffServ edge routers while per-QoS level statesiastalled in the core routers. DiffServ core
routers add the requested amount of resourcee tie#ipective QoS level. DiffRes, in addition,
avails a mechanism of hop-by-hop acknowledgemenmtavioiding duplication of reservations,
in case an end-to-end reservation message isdostvghere along the route. This mechanism
requires, however, the storage of short-lived pma-ftates in DiffServ interior routers (for the
time period of the reservation establishment) apdrahop router acknowledgement overhead.

The RSVP aggregation, RMD and DiffRes protocols gererally triggered by domain edge
routers, and enable dynamic per-flow admission robntside the DiffServ network region,
while avoiding per-flow QoS state storage in thgnaling-aware DiffServ core routers. The
described mechanisms generally follow the softesipproach, i.e. they rely on refresh
messages exchange for maintenance of stored stt#Res, in addition, provides a
mechanism for avoiding duplication of reservatianscase of lost reservation messages,
requiring additional storage and processing ovethea

A centralized approach to the intra-domain sigrgpishoffered by the Bandwidth Broker (BB)
architecture (Figure 8) [6]. The BB is a logicalntlin entity aware of the domain’s policies
and available resources and charged with two nragponsibilities. The first one is to manage
network resources on behalf of the domain by gt domain routers parameters and the
second is to manage the inter-domain link resouar@$ signaling to other BBs. More
specifically, the BB performs QoS parameter mappiagmission control and resource
management for the domain as a response to th@¢oesmi inter-domain (inter-BB) QoS
signaling protocol. For intra-domain resource aloan, the BB could use custom protocols
(e.g. SNMP, LDAP) to directly allocate resourcesetch domain router [6] [22], or it can
trigger and delegate the allocation of resourceanointra-domain resource management

13



protocol (e.g. RSVP) [7]. Resource reservationded8B-based domains can take place either
on per-flow (access domains) or per-aggregate (@mmains) basis. An intra-domain
aggregation scheme is also proposed, where aggrediacations using RSVP take place
between all ingress/egress router pairs of a cavmath based on aggregate traffic
measurements [7]. Simulation results show that #ggregation scheme offers preferential
treatment to QoS packets without starving the b#stt traffic.

Edge Router ~  eesee Intra-domain Signaling
BB Bandwith
Brokel

Figure 8. Intra-domain QoS signaling in BB architectures

— Data

In general, BB-based architectures leverage roudtera admission control procedures and
storage burden. However, dynamic configurationarhdin routers by the central BB may be
proven to be complex. Moreover, BB-based architestisuffer from the weaknesses that
characterize all centralized architectures, inelgdingle point of failure, high processing load
in centralized nodes, etc.

B. Inter-domain QoSsignaling

Inter-domain signaling is used end-to-end in a ti@o+esource management architecture for
handling the reservations between neighboring desndfioreover, inter-domain signaling is

used for sending the end-user’'s QoS requirementhdanternal QoS mechanisms of the
transit domains.

The end-to-end (triggered by end-hosts) inter-donugiage of RSVP for resource reservation
in mixed IntServ/DiffServ networks, is proposed4h According to this proposal, IntServ can
be applied in access network domains, whereas &#fSan support aggregation of traffic in
core domains. At the boundaries between domairgiapRSVP-aware routers (that may be
part either of the IntServ or the DiffServ netwogd@rform per-flow admission control for the
DiffServ domain, based on resource availabilityidasthe DiffServ network and on the

14



customer defined policy. If the DiffServ domainRSVP-unaware, the RSVP messages will
cross transparently the DiffServ domain (FigureT®) facilitate the RSVP usage over DiffServ
networks, the introduction of the DCLASS objecpisposed to carry the agreed DSCP values
within RSVP messages [15], enabling the senderta dacket marking with the appropriate
DiffServ QoS level.

JER ER}*{ER[rseccce-e. ER}e-
..-’ IntServ b—‘ w \_w h
EH
Edge Router ~ eseee RSVP

End-Host

Figure9. End-to-end inter-domain RSVP usage

However, to avoid RSVP per-flow processing in cooaters, various protocols have been
designed aiming at aggregating reservations onbmaekinter-domain links. The aggregation

of reservations aims at reducing storage and psougsost in core routers. This cost is related
to the number of aggregate states maintained inrdhéers and the number of signaling

messages that are necessary for the establishmeémhaintenance of these states (signaling
load).

A QoS signaling protocol designed for aggregateridbmain usage between heterogeneous
domains (Autonomous Systems) is the Border GateRegervation Protocol (BGRP) [8].
BGRP operates end-to-end only between domain bamigiers and aims at aggregating
reservations between domains improving scalabiB&RP uses the sink-tree aggregation
approach and performs reservation aggregation ligibg a sink tree for each destination
domain (Figure 10). Reservations from differentrseucdomains that are destined towards the
same destination domain are aggregated along ttie fmming a sink-tree rooted at the
destination domain edge router. Basic functionaitBGRP includes a PROBE message sent
by the source domain towards the receiver for deteng resource availability and recording
the reservation path. The destination domain edgter terminates the PROBE and responds
with a GRAFT message along the reverse path, wpmtiorms the actual inter-domain
reservation and triggers the intra-domain QoS mashas in transit domains. The destination
domain edge router is the de-aggregation pointHerreservation aggregate, while the source
domain edge routers are the aggregation pointgeBfprming sink tree based aggregation of
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reservations towards each destination domain, B&R#lts in storing per-destination domain
QoS states in border routers. The latter can bsidered to be a significant contribution to
scalability when compared to the per-flow RSVPwé consider that the number of domains
(ASs) in the Internet is approximately 160,000 [85lereas the number of possible host pairs,
i.e. the maximum number of flows, is (230,000,3384].

Source domain mmmmmms  Aggregate reservation

©
&
©

‘ Destination domain

Figure 10. BGRP example: individual reservations from S1a88 S4 towards destination
D1 are aggregated into an aggregate reservatemwith root D1

BGRP offers a significant gain in the number of mi@ned states in each router compared to
RSVP. While the number of states in RSVP is eqaathe number of QoS flows passing
through a router, the respective number of stateBGRP corresponds to the number of
destination domains that correspond to these fldls. gain in maintained states can reach a
couple of orders of magnitude, depending on thevort load and the diversification of the
destination domains. Regarding the signaling I®@RP reduces the message rate of the
required refresh messages. The gain in the refmesisage rate follows a similar pattern to the
state gain with an extra dependence on the refsesbd (the smaller the refresh period, the
greater the gain) [8].

The Shared-segment based Inter-domain Control Ag@ien Protocol (SICAP) [16] is

another approach for supporting aggregate interagiomeservations between Autonomous
Systems. SICAP combines the shared-segment andlehvased aggregation approaches to
create tree-based reservation aggregates that tdoegessarily extend up to the destination
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domains. Apart from the destination domain de-ag@i@ point, Intermediate De-aggregation
Locations (IDLs) are elected along the path, st teservation requests that share a common
path segment but do not end-up to the same destindbmain are aggregated up to one of
their common routers along the path. SICAP, sinyilao BGRP, performs receiver-based
reservations and uses a two-phase setup mechamisgheir establishment. Upon the reception
of the first QoS request, the respective sourceailoradge router initiates a REQ message
towards the destination domain that collects infmion along the route regarding resource
availability and network topology. The destinatidomain edge router uses the collected
topology info and uses a specific choice algoritiondetermine the appropriate IDL(s) along
the route. By sending a RESV message along thesevath the destination domain edge
router establishes consecutive aggregate segmetwgdn itself, the IDL(s) and the source
domain edge router (Figure 11). Future reservatemuests that cross the same IDL(s) are
dynamically incorporated into the existing aggre@sit forming an aggregate reservation
tree(s) rooted at the IDL(s). At each IDL, the agte reservations are de-aggregated and re-
aggregated towards the next IDL or the destinatimmain. SICAP results in storing per-IDL
states in each router along the path further impgpgcalability as compared to BGRP (or
RSVP). Simulation results [16] support that SICA#% ltonsistently lower state requirements
than BGRP. SICAP can result in a BGRP state rednictiat varies between 0.5 and 0.8 (or
more), depending on the specific load conditionghie network. SICAP signaling message
load is similar to that of BGRP.

@ Source domain
| .
Aggregate reservations

Destination domain

Figure 11. SICAP example: individual reservations from S1,a888 S4 towards destination
D1 are aggregated into an aggregate reservatiemdta root IDL1, while another reservation
aggregate is created for the path segment betviddiehdnd D1
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An architecture for dynamically aggregating reseors sharing a common path segment is
proposed in [18]. The DARIS (Dynamic AggregationRéservations for Internet Services)
architecture assumes the existence of a centralings management entity (similar to the BB
approach) inside each DiffServ domain that has mptete knowledge and control of the
resources inside the domain and also avails ther-ddmain BGP routing table. DARIS
enables the creation of an aggregate between twiwaay domains as soon as a threshold k of
active common reservations between the two dom#snexceeded. In this case, all
intermediate edge routers can substitute the régpguer-flow states with a single aggregate
state (Figure 12). The reservation protocol thahagas the aggregate reservations is the
DMSP (Domain Manager Signaling Protocol). When & mesource request is received at a
domain, a DMSP request message is sent towarcetiimadtion domain to check whether there
exist other reservations along the path. If theghold k of existing reservations is exceeded
for a path segment, a new aggregate is establirethese flows via the DMSP response
message. The aggregation initiator becomes theeggtpr domain and the last domain of the
common path segment is the de-aggregator domakiv. ridgervations that traverse the same
path segment can be incorporated into the existasgrvation aggregate, via appropriate
signaling exchange. Simulation results [18] shoat the DARIS state savings in the average
lie in the range of one to two orders of magnituwdeen compared to a per-flow protocol that
does not perform aggregation.

/\ /\
f\ ‘)v
@ Source domain Per-flow reservation

Destination domain > Adgregate reservation

Figure 12. DARIS example: individual reservations from S &8 towards destinations D1
and D2 respectively are aggregated into an aggregaervation along their common
path segment
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BGRP, SICAP and DMSP aim at aggregating individeservations on inter-domain links
into larger aggregates. These aggregation protodslt in storing fewer QoS states in
domain border routers as compared to RSVP, enhgnttins, scalability. Moreover, BGRP
SICAP and DMSP are generally triggered by domaigeedbuters, unlike RSVP that is
triggered by end-hosts. DMSP assumes, howeveungrttierlying functionality of an end-to-end
reservation protocol triggered by end-hosts. BGR® SICAP, instead, assume that there is an
established form of communication of QoS requests fend-hosts to domain edge routers and
vice versa.

BGRP aggregates reservations along the destindtiorain rooted sink-trees, which results in
the storage of per-destination domain states inadorinorder routers. SICAP further reduces
the stored states by introducing intermediate dgeggation points using topology-related

information. DMSP takes a different approach andregates in a non-tree like fashion,

introducing dynamic discovery of aggregators andglgregators that takes into consideration
the current network load. An advantageous featfil@MSP resulting from its pure shared-

segment design principle is that it allows for tireation of hierarchical aggregates (smaller
aggregates can be aggregated into a larger on&h wghnot possible in tree-related protocols
like BGRP and SICAP. Moreover, a pure shared-segaqgoroach that allows for dependence
between the discovery of the aggregate end-pomdstlae current traffic load may result in

fewer aggregate stored states than tree-basedamb@® The DARIS architecture, however, is
centralized and relies on the BGP information Fer dle-aggregator discovery.
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Figure 13. Inter-domain QoS signaling in BB architectures

— Data

In BB-based architectures, inter-domain QoS sigigaik triggered by the respective BBs when
the received traffic exceeds the a priori bilate@dource agreements that exist between
adjacent domains [7]. Resource agreements betwesraids are usually on per-aggregate
basis, to enhance the resource allocation mechastaability. When a specific reservation
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aggregate needs to be modified, the requesting idsaB sends an aggregate modification
request to its neighboring BB along the path, whithturn may terminate or forward the
request downstream (depending on its own inter-domgreements). During propagation of
the request between BBs, the intra-domain resesvathechanisms should be triggered
enabling the necessary adaptation of resourcegeitise transit domains (Figure 13).

Following the basic concepts described above, aWFR&xtension for establishing and
modifying inter-domain resource aggregates is psedoin [7]. In addition, the QBone
Signaling Workgroup proposed SIBBS (Simple Interadin Bandwidth Broker Signaling)
[13], an inter-domain resource reservation protdooldeployment in BB-based architectures.
SIBBS specifies a new set of reservation requedtrasponse messages as well as a set of
Globally Well-known Services (GWS) that are glopalientifiable throughout the network
each of which requires different treatment regayd@oS. Irrespectively of the specific
signaling protocol used for inter-BB communicatiapecial care should be given on the
granularity level of the protocol, taking into acod that there is a trade-off between accurate
end-to-end QoS provision on one hand and scaklabititthe other [23].

V. SUMMARY AND DISCUSSION
QoS signaling is amongst the major elements conisiif the QoS support mechanism. This
paper has focused on the identification of the megtesentative QoS signaling protocols for
the Internet and identified their applicabilityttee basic Internet QoS architectures.

The simplified assumption for a homogeneous enertb-Internet architecture (single-tier)
gave birth to the IntServ QoS architecture. IntSessumes identical QoS functionality in all
intermediate routers along the data path, whichbased on the support of per-flow
differentiated treatment. Several single-tier ematd protocols have been proposed to
implement the respective QoS signaling protocothviRSVP being the major representative.
While end-to-end per-flow protocols succeed in wfig accurate QoS guarantees, high
processing and storage overhead in routers is eghpsiince per-flow QoS states are stored in
all traversing routers. Per-flow state maintenanceach intermediate router is a point of great
dispute, mainly due to the scalability issues isebackbone networks.

The necessity for a scalable and simplified altiéveato IntServ led to the design of the
DiffServ QoS architecture. DiffServ relies on pacléferentiation based on a small number
of per-hop behaviors statically configured insidaters. Static router configuration eliminates
the need for QoS signaling, while packet clasdificain a small number of DiffServ QoS
classes reduces significantly the number of ststimed. DiffServ, however, provides only an
approximation of the requested QoS to the varitoygd, treating similar flows the same way.
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The inherent heterogeneity of Internet domains ghwéh to a two-tier QoS signaling
architecture, where the intra-domain signaling gran reservations inside a domain and the
inter-domain signaling performs reservations betwdemains. Separation of intra- and inter-
domain signaling allows for great flexibility andfieiency in resource allocation, where
aggregation of resources can take place in coreashenand border links while per-flow QoS
can be offered inside access domains. Furtherbiléyi can be achieved by extending the
architecture to a multi-tier signaling paradigm.

The major representatives of both intra- and id@main signaling protocols are summarized
in Tablel, while Table 2 summarizes the basic dtaristics of each of the protocols
reviewed. One can observe that the soft-state appras supported by all considered
protocols, since soft-states offer flexibility irages of node failure. Single-tier protocols
usually assume per-flow processing in each routdraae initiated by end-hosts. On the other
hand, inter-domain protocols usually operate ongggregate basis and are initiated by edge
routers or domain agents. Intra-domain protocotsaither perform per-flow or per-aggregate
reservations, depending on the positioning of thenain inside the network (core or access).
Distributed architectures seem to be in generdepable to agent-based ones, basically due to
scalability problems arising with centralized fuonotlity. The sender- or receiver-based
initiation of the reservation has been for a longet a point of dispute between protocol
designers. The supporters of sender-initiated vasens call on the avoidance of storage of
backward routing information in the nodes situdatethe forwarding path. This information is
necessary in receiver-initiated schemes so thatvason messages sent by the receiver to the
sender follow the same backward path as the fornwaed On the other hand, sender-initiated
reservation schemes may result in unnecessaryveggar of resources inside routers, since
reservation in a router takes place without knowiinthe other routers along the path can
allocate the requested resources or not.
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Single-tier

RSVP
YESSIR
Boomerang

INSIGNIA

Intra-
domain
Two-

RSVP
Aggr. RSVP
RMD
DiffRes

tier
Inter-
domain

RSVP
BGRP
SICAP
DMSP

SIBBS

Table 1. QoS Signaling Protocols classification

nard

Reservation | Reservation Triggering | Architecture soft or
granularity initiation point hard states
RSVP per-flow receiver-based end-host distributed soft
YESSIR per-flow sender-baseq end-host distributed soft
Boomerang per-flow sender-baseq
or end-host distributed soft
receiver-based
INSIGNIA per-flow sender-baseq end-host distributed/ soft
in-band
Agor. RSVP | per-aggregate receiver-based  edge router distributed soft
RMD per-aggregate sender-based edge router distributed  soft or
DiffRes per-aggregate sender-based edge router distributed soft
BGRP per-aggregate receiver-based  edge routey distributed soft
SICAP per-aggregate receiver-based  edge routey distributed soft
DMSP per-aggregate sender-based domain agent centralized Soff
SIBBS per-aggregate receiver-based Bandwidth| centralized soft
Broker

Table 2. Basic characteristics of QoS signaling protocols
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Despite the great research advances in the Int€o8tsignaling area, there is no large-scale
deployment of the QoS supporting protocols. This ba attributed to various reasons, not
necessarily related to technical issues. Several mmviders seem to find over-provisioning a
simple alternative to QoS support, attributed te tgreat advances in fiber optics
communications. Considering, however, that bandwidil always be a finite resource, the
support of service differentiation will be eventyalecessary.

Moreover, the technical maturity of the InternetSQbas not been followed, yet, by the
respective development of the necessary busineselsjacharging and policy frameworks.
The business models of the Internet players allensti adapted to dynamic negotiations of
QoS agreements among users, access and core ngwwawiklers. Innovative QoS-aware
service models assume the deployment of dynamicgeitatechniques as well as efficient
AAA methods.

VI. RELATED WORK
As depicted in the previous sections several QaSdstrds and proposals have been produced
during the last decade. The need to cast a glabal on the Internet QoS area drove various
research efforts up to now, each of which is faogigin different QoS aspects.

More specifically, a first effort to give a globaverview of Internet QoS is presented in [22].
Authors in [22] focus on the various mechanismd ttien be used for offering QoS in the
Internet and describe the IntServ/DiffServ archiiezs, MPLS, traffic engineering and
constrained-based routing. The advantages and dckwlof each method are discussed, as
well as the motives behind the introduction of eawthod and the relations between them. In
addition, a comparison between ATM networks andd&er networks using DiffServ and
MPLS is attempted. The RSVP protocol is generafigduthroughout the paper to cover the
signaling needs of the described QoS architectures.

The two-tier QoS signaling approach for the Intermas first presented in [7], where a
realization of this model based on bandwidth brekeas described. The focus of this work is
on the presentation of intra-domain and inter-domaesource allocation procedures.
Moreover, a measurement-based approach for thevadiss of aggregate resources between
domains is proposed. Apart from RSVP, authors ind@@ not consider the applicability of
other QoS protocols for intra- or inter-domain wsag

The IETF NSIS group [33] is currently very activalyorking on the design of a generic
signaling protocol managing general-purpose st&rge QoS provision is basically an issue
of establishing and maintaining reservation stamssgde network routers, QoS signaling is
considered as a special case of the NSIS gengrialsig protocol.

23



NSIS is trying to identify which aspects of thesiig QoS protocols could constitute useful
elements for the future Internet signaling protedwhve come up with two Internet-Drafts that
review the current QoS architectures and protomslghe Internet. An analysis of the existing
QoS solutions trying to point out open issues irQ@aynaling is provided in [21]. The QoS
solutions considered are the end-to-end usage YPR®e IntServ over DiffServ architecture,
the static assignment of trunk reservations basediffServ and the Aggregated RSVP.
Advantages and disadvantages of each QoS solutdiher discussed.

Authors in [20] in an effort to gain useful lessdos the design of the future generic Internet
signaling protocol present a review of some ofrifegor QoS signaling protocols and analyze
their features. Special focus is given on the R$V@ocol, which is directly examined for
compatibility with the NSIS requirements. RSVP pil’s characteristics and extensions are
studied in detail, including RSVP reliability, perfnance, security and mobility issues, RSVP
usage with MPLS, ATM, GMPLS, as well as mechanisongefresh reduction and reservation
across tunnels. Short description and evaluatiogivien on other QoS signaling proposals.
Useful conclusions are finally drawn regarding thesign of the NSIS generic signaling
protocol.

NSIS is expected to give valuable input in the imée signaling area. The group has been very
active during the past few years and has alreadgifspd the requirements for the generic
signaling protocol [28] and the requirements foQaS solution for mobile terminals (using
Mobile IP) [29]. Moreover, the NSIS group has desid a general framework for the NSIS
Internet signaling protocol [30], where the ovesadjnaling protocol suite is split to a generic
lower NSIS transport layer and several upper siggdhyers, one for each specific signaling
application (e.g. QoS signaling layer). The intéats between the two layers are also
described in [30]. A protocol for the NSIS trandplaryer that uses the existing IP transport
layer protocols has been further proposed in [ NSIS signaling layer protocol for the
QoS has been specifically addressed in [31].

The NSIS framework supports the multi-tier paradiatdressed in our survey by specifically
examining scenarios including signaling end-to-esmj-to-edge (intra-domain), and edge-to-
edge (inter-domain) [30]. To support this infrasture within a single signaling framework,

NSIS supports local objects that are used onlyiwitine boundaries of a domain.

VII. CONCLUSIONS
The increasing demand for real-time services suppa@r the Internet necessitates the Internet
evolution from a best-effort network to a netwohatt can reliably offer QoS guarantees.
Various efforts have been made towards this dwacticomprising the design of QoS
architectures and signaling protocols for the imtér
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In this paper, the major QoS signaling protocolgehibeen identified and classified under the
general prism of the two-tier resource managemeodeinfor the Internet. Moreover, the
individual characteristics of each protocol aresprded and relatively compared. The general
trends and principles behind the Internet QoS $iigmare also discussed.

Major research is still been carried out regardimg QoS provision in the Internet, since none
of the proposed protocols seems to offer the ideaipromise between protocol complexity,
network scalability and accuracy of offered qualdy service. Amongst the interesting
conclusions derived through previous researchas éffficient QoS provision in the Internet
would not be offered by the universal adoption obiagle end-to-end QoS architecture.
Instead, a two-tier signaling architecture allowiiog aggregation of resources in backbone
networks and per-flow QoS offering inside acceswnaias, serves relatively well the purpose
of network scalability and offered QoS accuracyisTéan be achieved by the use of separate
QoS signaling inside and in-between network dom#iaswould further allow for aggregation
of allocated resources inside and in-between comeaths. Aggregation in the QoS data and
control plane allows for scalability in core roeand domains, while assuring end-to-end
QoS.

The generic approach of multi-tier signaling aretitire for the Internet is also supported by
the NSIS (Next Steps In Signaling) IETF Working Gpowhich is currently defining a unified
signaling framework for the Internet.

VIll. REFERENCES

[11 R. Braden, D. Clark, S. Shenker, “Integrated Sewiin the Internet Architecture: an Overview”, IERFC
1633, June 1994

[21 S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, Weiss, “An Architecture for Differentiated
Services”, IETF RFC 2475, December 1998

[B1 R. Braden, L. Zhang, S. Berson, S. Herzog, S. JdiResource Reservation Protocol (RSVP)", IETF RFC
2205, Sept. 1997

[4] Y. Bernet, P. Ford, R. Yavatkar, F. Baker, L. Zhahty, Speer, R. Braden, B. Davie, J. Wroclawski, E.
gggséame, “A Framework for Integrated Services @pen over DiffServ Networks”, IETF RFC 2998, Nov.

51 F. Baker, C. lturralde, F. Le Faucheur, B. Davieg@fegation of RSVP for Ipv4 and Ipv6 reservations”,
IETF RFC 3175, Sept. 2001

6] K. Nichols, V. Jacobson, and L. Zhang, “A Two-bit feientiated Services Architecture for the Interpet”
IETF RFC2638, July 1999

[71 Terzis, L. Wang, J. Ogawa and L. Zhang, “A Two-Tier ®ese Management Model for the Internet”,
Global Internet, Dec. 1999

8] P. Pan, E, Hahne, and H. Schulzrinne, “BGRP: A -Based Aggregation Protocol for Inter-domain
Reservations”, Journal of Communications and Néta,ovol. 2, No. 2, June 2000

[9] G. Feher, K. Nemeth, M. Maliosz, |. Cselenyi, Jrdgkwist, D. Ahlard, and T. Engborg, “Boomerang - A
Simple Protocol for Resource Reservation in'IP Nekw”, IEEE Workshop on QoS Support for Real-Time
Internet Applications, Vancouver, Canada, June ‘99

[10] P. Pan and H. Schulzrinne, “YESSIR: A simple res@smamechanism for the Internet”, International
Workshop on Network and Operating System Support Digital Audio and Video (NOSSDAV),
Cambridge, England, July 1998 )

[11] L. Westberg, A. Csaszar, G. Karagiannis, A. Maroquet®. Partain, O. Pop, V. Rexhepi, R. Szabo, A.
Takacs, “Resource Management in Diffserv (RMD): A€lionality and Performance Behavior Overview”,
Protocols for High-Speed Networks 2002

25



[12] D. Sisalem, S. Krishnamurthy, and S. Dao, "DiffR{eﬁ%t weight reservation protocol for the diféertiated
services environment," tech. rep., HRL Laboratorfiéalibu, USA, Dec. 1999

[13] QBone Signaling Design Team, Final Report, httpdfghinternet2.edu/bb/

[14] L. Berger, D. Gan, G. Swallow, P. Pan, F. TommasiM8lendini, “RSVP Refresh Overhead Reduction
Extensions”, IETF RFC 2961, April 2001

[15] Y. Bernet, “Format of the RSVP DCLASS Object”, IERFC 2996, Nov. 2000

[16] R. Sofia, R. Guin, and P. Veiga, “SICAP, a Shared-segment Inten@in Control Aggregation Protocol”,
Technical Report, ESE, University of Pennsylvaniaiober 2002

[17] S. Lee, A. Gahng-Seop, X. Zhang, A. Campbell, "INSI&: An IP-Based Quality of Service Framework for
Mobile Ad Hoc Networks", Journal of Parallel andsibuted Computing (Academic Press), Special issue
on Wireless and Mobile Computing and CommunicalioApril 2000

[18] R. Bless, “Dynamic Aggregation of Reservationslfidernet Services”, ICTSM 10, Oct. 2002

[19] R. Hancock, I. Freytsis, G. Karagiannis, J. Loughn®. Van den Bosch, “Next Steps in Signaling:
Framework”, Internet draft, Oct. 2003

[20] %b(l\)ﬂ4anner, X. Fu, P. Pan, “Analysis of Existing Qiyabf Service Signaling Protocols”, Internet drdftay

[21] H. de Meer, Piers O’'Hanlon, G. Feher, N. Blefaritdai, H. Tschofenig, G. Karagiannis, D. Partain, V.
Rexhepi, L. Westberg, “Analysis of Existing QoS Slns”, June 2002

[22] X. Xiao, Lionel M. Ni, “Internet QoS: A Big PicturelEEE Network, 13(2), March/April 1999
[23] M. Gunter, T. Braun, “Evaluation of Bandwith Brokag&aling”, Proc. ICNP '99, Nov. 1999
[24] Handley and Jacobson, “SDP: Session Descriptioto&uti, IETF RFC 2327, April 1998

[25] J. Rosenberg, H. Schulzrinne, G. Camarillo, A. 3tbm_J. Peterson, R. Sparks, M. Handley, E. Schoole
"SIP: Session Initiation Protocol”, IETF RFC 3261nd2002

[26] G. Camarillo, W. Marshall, J. Rosenberg, “Integratiof Resource Management and Session Initiation
Protocol (SIP)”, IETF RFC 3312, October 2002

[27] S. Salsano, L. Veltri, “QoS Control by means of CaBSupport SIP based applications”, IEEE Network,
March/April 2002

[28] M. Brunner, “Requirements for Signaling Protocol&TF RFC 3726, April 2004

[29] H. Chaskar, “Requirements of a Quality of Servi€gp$) Solution for Mobile IP”, IETF RFC 3583,
September 2003

[30] R. Hancock, I. Freytsis, G. Karagiannis, J. Loughn®. Van den Bosch, “Next Steps in Signaling:
Framework”, Internet Draft, October 2003

[31] I\S/I V%%&en Bosch, G. Karagiannis, A. McDonald, “NSbP Quality-of-Service signaling”, Internet Draft,
ay

[32] H S%%Lgirinne, R. Hancock, “GIMPS: General In&grNMessaging Protocol for Signaling”, Internet Draf
ay

[33] IETF Next Steps In Signaling Working Group (NSIS}phtwww.ietf.org/html.charters/nsis-charter.html
[34] ISC Internet Domain Survey, http://www.isc.org/irqd?/ops/ds/reports/2004-01/
[35] CAIDA project, http://www.caida.org/analysis/routifastypes/

26



