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Abstrncl. ln this pnpcr nn i lchitcclurc is proposcd that supports thc
sclcction of task, nrodcl and algorithrn in thc knorvlcdge discovcry
proccss bv uti l ising artif icial intcll igcncc tcchniqucs Thc proposcd

sYstcrn acls rs an assistrnl to thc anahst bl suggcsting possiblc

sclccliorrs lt inrprovcs its data mining pcrfornnnce by obscruing thc
anallsis scqucnccs applicd bl thc anallsl to nc\\ 'data scts Thc s\stcrr' l
associrtcs data charactcristics rrith spccific sclcctions that lcad to
positirc or ncgntirc rcsnlts arrl uscs this inforrnation to guidc latcr
analr sis

I  In l roduct ion

Dur i r rg the last  decade people have beconre increasingly arvare of the enortr tous f lood

of information, rvhich is challenging our data storage capabilities; it is not uncommon

norvadays to have datahases containing Cigabytes or even Terabytes of data Some

exarrrples of srrch databases corne front tlre business arca e I databases front retailing

conrparries, stock exchange databases, or the scientific area e g aslrononry, genctics and

nruch rnore 
'fhe 

amount of information contained in such v€ry large databases (VLDB)

far exceeds thc hurnan processing arrd urrderstandirrg capabilities, so a need has enrerged

for syslenrs rvhich can aid hurnans in processing and understanding them The goal of

such systenrs is to acquirc rrscful, valid and nerv knorvledge from data The field of

Krrowlct lgc l ) iscovcry in l )at i l l )ascs (KI) l ) )  l r ics lo {crvc lh is goal  A r lc l in i t iorr  of  thc
tcrrr r  Kl) l )  appears in I  ayy96l

"Krrorv lct lgc d istxrvcry i r r  datahases is  thc non-tr iv ia l  ptoccss of  ident i fy ing val id.

novel .  potent ia l ly  uscful ,  and ul t i rnately understandable pat terns in ( lata"

A critical ternr in tlre above dellnitiolr, is "process" KDD is a process consisting of

l'ranslirrrnctl I'attctn
data

Fig.  l .  KDDStrgcs
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several  stages,  requir ing a high degree o[analyst-system interact ion In f igure |  [Fayy96l
an outline ofthe various stages ofthe process is shown

The siages of KDD comprise:

Se lec t i on ,  whe re theapp rop r i a teda taneeded fo r t hegoa l  a thandn rus tbeco l l ec ted  l h i s
means thai the analyst might have to gather data from various sources, perhaps corrvcrt
thenr into a conunon fortn, and then frorn this data set selcct the oncs associated with tlre
goal at hand

I>reprrrce.ssitrg where some basic operations on the data take place (e g noisc arrd rtrissing
field handling), so that they will be ready for use by the algorithnrs
1ian.s/ormation, where either, the date dimensionality is reduced in order to reduce the
size of search space, or the data represeniation is mapped to another space where lhe
solution is easier to find

Data Minittg vthere the pattern finding is perfornled, and
Inlcrprelalion,/ Ernlualion, where the findings nriglrt be convcrted irrto a nrorc

comprehensible form, as well as evaluated using criteria that have been established at the

beginning of the process

Of course the whole KDD process is iterative Whenever the analyst is not content
with the results of evaluation or the results of an intermediate stagc, he can relurn at
whatever stage he wants Additionally cases may arise when the process does not evolve
in a specific time interval but has a long duration, with new data beconring available that
nrust he accounled for in the knowledge discovery process

'Ihc 
need for systenrs lhat supporr this highly conrplicated process in arr intclligent

way, relieving the user frorn ihe rouiinely performed tasks, is obvious The architcctrrre
we propose herein a inrs to handle the Data Mining stage of the process in an intc l l igcnt
way

In the fo l lowing sect ion a descr ipt ion of  the Data l t l in ing proccss is  g iven,  rv i th

emphasis on the problem we are interested in and the exist ing approaches Sect ion 3 gives

a behavioural and functional description of the proposed architecture (NOEITION), and

seclion 4 presents our conclusions and proposed future work

2 
'I'he 

Need for an Intelligent Assistant

2.1 The Dntn lltining Slege of lhe KDD Process

As discussed in the previous section, the KDD process consists ofa nunrber ofslages
with the analyst having to perform various sctions during the process A descripiion ofllre

Data lUining stage, the stage we are mostly interested in, is given in this section

Figure 2 presents the steps which, an analyst must follow in order to conrplete the

Data Mining stage Note that one can conveniently view the various tasks, nrodels and

algorithms involved in Data Mining on a 3 level tree architecture

Firstly, it is the 7b.rl Selection step, during which the Data Mining Task nrust be

established, based on the problem at hand The analyst must decide wlrat lorm of

knowledge he is looking for, which in turn will determine the data-nrining task For

example, if rules that describe known classes are needed, lhen we have a classification
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lask .  i f d r t a  a r c  sca rchc t l  f t r r  r r r r k r r o r v r r  c l asscs  se  ha re  a  c l t t s l c t i r r g  t ask :  i f depcndcnc i cs

bclrvccrr  at l r i t )u lcs a le scarc l rct l  l t r t  rvc l rave dcpcrtdcr tcy dcl i rat ion task

l-et  us srrJrpose that  the analyst  rv ishcs lo per lorrr r  the c lassi f icat iot t  lask l - l ren dur i r rg

llrc Aluful Sclc<-tiorr step, frorrr thg various eristing nrodels thal can acconrplish the

clrosen task,  the one lhat  bct te;  f i ts  rv i th the data nrorplo logy 3rd the analyst

lcqrr i rcnrcnts,  rnust  l rc  sc lccted.  l 'or '  exat t tp lc,  i f  thc nta i r r  . , r , , . " rn 
-of  

t [e arra lyst  is  ihe

undcrsta l rdat) i l i ty  of t l re rcsul ts,  he can choose a dccis ion t rcc nrodcl  or  a ru le tnodel
-l 

fre next slcp is .,llgnrtlnn St'lutiur 
-Ihc 

algorithrn that providcs the best fit of the

clr t rsen nror le l  to the dala is  selccted,  by consider ing the data nlorphology For exanlple i f

the analyst  had c l rosen decis ion t rcc rnodcl l i l rg and thc c lasses'  boundar ies are ot t l togonal

t o t h e a \ e s h e c a n s c l c c t t h e c , l 5 a l g o r i t h r n [ ( ) r r i r r 9 l l  l I t h e c l a s s e s ' l r o u n d a r i e s a r e n o t

or t l rogonal  lo the axes he can selcct  OC I  I t r lur tg ' l l  or  l . l \ l t )T [Brod95l  l f  the data contain

rro ise or  nt iss i r rg values therr  an algor i thtn that  can handle these s i t t rat ions nt t rst  hc

sclcctcd
' l  

he next  step nt ight  be t l re corrver s i r rn of  data in a lot  rn that  the selected algor i l l t tn can

lrandlc ( / ) r rhr  l t tq,drQl i ( r t t ) ,  eg discrc( izat i tut  of  cot l l in t tous at t r ibutcs in casc the

algor i thrn handles only calegor ical  at t r ibutes.  f i t  the nrodel  to the data by appl f ing the

algorithnr (ltordrrr(l(, l iltirtq), evaluale the rcsulls (lirolualirtrt) ancl if hc cotrsidcrs they

need ref i r renrent ,  re lurn lo a previot ts step o[ the process or  e lse exi t

2 . 2  S ln l e  o f  l he  n t  I

lhcre are today a var iety ofsystcnrs o l lcr i r rg var ious nlodels and algor i thrns (knou'n

as rrnr l t i  s t ra legy lcarni r rg systenrs)  lor  pet l i r r r r t i t tg thc data r l r in ing part  of  the KI)D

p rocess .  eg  N l l -C l r  lKoha96 l ,  I l xp l o ra  lK l osg3 l  and  D I lN l i ne r  I l l an9 ( r ]  
' l he  

bas i c

rrrot ivat ion in provid i r rg r r ru l t ip le r r rot lc ls  arrd a lgor i lhnrs s letr ts  l rotn lhe nccd for  thc

slstcnt  t ( )  scrve di f ferent  learning goals ( i  e f ind di fTcrcnt  lor tns ofkt torv ledge f rorn the

data) arrd to be atr le to harrdle data of  val iot rs nrorpl to logies l t  has been shorvn

exlrer i tnert ta l ly  that  each algor i thm a 'sc l r ' r : l i re qq'c ' iu i t ) "  ie i t  is  best  f t r r  sorne bt t t  not

al l  tasks IBrod9.. t ] ,  IWolp92] ,  IScha94l  N|ost  systents lhat  conrpr ise a var iety ofrnodcls

and algol i th l r rs provi<lc l i t t lc  or  no guidance as to rv l t ic l t  o l re l t r  c l toose.  bascd on the

protr lerrr  arrd the data-at-harrd lhe analyst  n lust  c0rrs idcr  a var iety of ' factors bcfore

decid ing tv l r ich nrodel  or  a lgor i thm to appl) '  A good descr ipt iorr  of  the var ious factors

i rnpl icated i r r  the nrodel  and algor i thrn select ion for  the c lassi f icat ion task can be found in

IBrod97]
The architecture we proposc providcs support ftrr the first three selection steps i e

'I'ask 
Selection, lr'lodel Selcctiorr and Algorithrn Selection Ihere have been efforts to

cope rv i th th is problcnt  rnair r ly  f iont  the nrachine learning comntuni ty ln [Gord95] a

frarnework is  proposed for  handl ing the bias select ion problern (representat ional  b ias and

procedurat  or  a lgor i th l r r ic  b ias) ,  that  corresponds to model  and algor i thm select ion

Rendel l  IRend87] proposes a s inr i lar  approach that  dynanr ical ly  selects a represenlat ional

ntodel and an algorithnt to apply l-or ttrodel generatiorr, based on data clraracteristics They

have inrplentet t ted a system to test  that  n lodel  cal led VBMS Provost  IProv95] proposed a

model for selecting inductive bias of various categories They built a systenr called SBS



238

Algor i t l rnr
Appl icat ion

Fig. 2. A dcscription of thc stcps which an nnalyst must pcrfonn in or<tcr to
complcte the Data Mining slrgc of thc KDD prmcss Thc astcrisk (r)
rcprcsents tIrc poinls where NOEMON will providc assistancc to thc analyst

that performed inductive bias selection as e search in the bias space; the main problenr of
the approach is the high computational expense of the search In [Brod93] a system called
MCS (Model Class Selection) was developed, using rules derived fronr experts for the
aulomatic selection of a model The main disadvantage of this approach is that the systern
can not easily incorporate new models and nrethods, since the rules rvcre created after
thorough experirnenlation by experts and inserted manually in the systern In [Ganra95l a
model rvas built for eulonlalic selection ofthe best classification algorithm, based on data
nlorphology Var iousalgor i thnlswerelcstedoDanurrrbcrof th labnscsarr t la l tcnrplsrvcrc
made to correlate the results of each algorithm with the characteristics of the rJata ln

IScha93] cross validation was used in order to select the best atgorittrm Goorl resulis
were exhibited bul the method is computationally intensive Another system called n IDE

IAman97] came fronr the area ofexploratory data analysis ln All)li planrring technirlucs
were used in order to provide exploratory daia analysis, with strategic abilities, i e
guidance to lhe analyst for the selection ofthe appropriate next step, The disadvantage of
this approach is the dillicutty involved in incorporating new nrodels or algorithr.s, since
an experl must create new plans in order to handle them

2'19

l lav ing exanr ined the var ious paradignrs one Inay dist inguish systenrs that  support  the
selection ofa nrodel/algorithnr into threc categories based, on the autonomy they exhibit:
. l,ull),.urlo,rrdlc.l g:r/crns rvhcre lltc systent selects itsclfthe ntethod to apply (ianra

[Ganra95] is follorving this approach. but with poor results Broodley [Brod93l and
Provost [Prov95.l are also frrllorvirrg lire sanre approach | ,

o Alixul-lnirialile D:r/clrs rvhere anat!'st and system cooperafe in ortler lo selcct ftre
appropr iate nrethod Al l )E fo l lorvs th is approach

. (l.rtr gui<lt'd,r1ls/r'nrr rvhere thc systern provirlcs a selection of models and algorithms

and the user has the responsibi l i ty  ofselect ing the appropr iate one in cach case

In our proposal ,  we bel ieve that  a system l i rnct ioning not  completely autonomously
l r r r t  in  c lose col laborat ion rv i t l r  thc arra l l 's t ,  is  the bcst  approach in ordcr to add
irr tc l l igerrce in the KDD proccss Strc l r  a system rvould explo i t  t l re rner i ts  of  inte l l igcnt

decis ion-srrpport  presen ing user acl iorr  i r r tegr i ty
Lct  us br ic f ly  exanr inc rvhat  suclr  a systcrn rvould do Dur ing Task Sclect ion,  the

systenl should provide hirrts as to lvhat task is rnore pronrising. based on data

character is t ics Dur ing l r lodel  Select ion the systqrn should help the arra lyst  select  a

specific type ofnrodel: for exarrrple ifthe analyst cliose to perform classification he could

use scveral types of nrodels such as decision trees, nearesl ncighbours, neural nets etc

Fir ra l ly  dur ing Algor i thrn Selcct ion,  the systern should help the user select  the appropr iate

algor i thnr for  r r rodel  gcnerat ion For exarrrp lc,  i f the analyst  chose a dccis ion t ree nror lc l

t l rere is  a var iety of  nrcthods for  bui ld i r rg i t  (c4 5.  OCl,  tDl ,  I -N, IDf  etc)  The onc that

best  f i ts  the data should be selected Final ly  ihe systcrn should al lorv easy incorporat ion of

nerv models and algorithms, without the need of reprogramrning

3 Arcl r i lec luredescr i l l t ion

We propose a nr ixed in i t iat ive systenr rvhich rv i l l  act  as an assistant  to the whole

process, hy being partially aulononrous and -at the sarne lirne- respond to user guidance

throughout the process For inslarrce a high level corrrmand frorn the user should trigger

the systenl to nrake learncd suggestiorrs on rvhich strategy to follorv, whiclr ntetltod to

sclect  i r r  or t ler  to inrplcrnent  lhe chosen stratcgy,  rvhich should bc thc next  steps to apply,

based on the current  rcsrr l ls ,  arrd so on J 'he syslenr should also be able to adapt the course

Fig .  J .  l l i gh  l cvc l  dcscr ip t ion  o f the  arch i tcc tu rc
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ofits action based on the user's guidance, as well as previous "user histrlry", i e avcragcd
user behaviour paiterns from previous sessions In actual fact the systern will bc ablc to
learn from the user, by observing how he reacts in specific cases, and take sinrilar actiorrs
when similar cases arise (learn by example)

'l 'he 
proposed architecture has two components: the learning conrponcrrt and thc

problem-solving component (figure 3) The problem-solving conrponerrt performs the

actual data analysis and applies models and algorithnrs in cooperation with the analyst,

using knowledge from a knowledge base The learning cornponent observes the problenr-

solving component, where analyst and system interact performing the data analysis, and

composes new rules The learning componenl is therefore used to irnprove the
performance of the problem-solving component

In the following subsections a description ofour system will be given based on the

framework that was proposed by Plaza [Plaz93], in order to describe systems that

integrate learning into their architecture Two levels ofdescription will be given:

c Behtwioural description: a description of v'fiol the systenr does, i e how the system

behaves when we observe its operation
o Functional descriplion: lhis is lhe actual architecture of the systern, and corresponds

to a description oflrow the systern does what it does An explanation is given as to

how the system achieves its goals through its knowledge and methods, by means of

the specific functions it executes

3. t  Bchevioureldcscr ip l ion

The system's behavioural description is given in figure 4, by means of a state

lransition diagram Boxes represent ihe various states of the system, arrows represent

state transitions and comments on anows state the event that causes a transilion

At each state there is high interaction between analyst and systern lvhatever decisions

the syslem lakes are presented to the analyst for approval lle can accept the system's

su8sestions, ask for an alternative or guide the system explicitly At each of the three

selection states (Task Selection, Model Selection and Algorithm Selection) the analyst

can perform the following actions:

l) Ask lor .flqgestion: The analyst allows the system to suggest the next step of the

analysis The system comes up with a suggestion and presents it to hirn lle then has

the following options:

a) Alternative: The system's suggestion does not satisfy him, so he asks for an

alternative The system proposes one, which is again subjected to the analyst fior

approval

b) Accept: The analyst approves system's suggestion and the systenr proceeds to the

next slate

c) Go back: The analyst is not satisfied with the current state of analysis and
commands lhe system to go back to a previous state and repeat the process.

2) Specily a seleclion: The analyst selects a specific task, model or algorithm The
system accepts thal selection and continues to the next state

lhc last  statc oI the t ransi t ion-state d iagranr is  Algor i t lun Erccut ion l lere the selected

algor i thrn is  appl ier t  and a ntodel  is  generatet l  The analyst  evaluates t l te resul ts and has

the fo l lorv i t rg opt ions;

a )  A c c c l t t . l h e a r r a l y s t i s s a t i s f i c d r v i t h t h e r e s u l l s o f t l t c a l g o r i t h r n a n d t l t c p t o c c s s c n d s
successful ly  l rere

b) Go hotk:  
' l :he 

evaluat ion resul ts are poor,  indical ing a pcor sc lect i r in ofnro{ol  or  task

(e.g pat tcrns of the form rve seck car inot  be found in our data;  or  a lgor l thm 
' lhe

Task Select ion

Fig. 4. SLrtc Trilrsirion Diagranr ofNoElrloN depicting thc bchavioral dcscription ofthe s1'stcm

'Ihc 
systetn keeps f, log of all interaclions rvith the analyst, at every state of the

process.  lh is log is  in fact  a graph that  descr ibes l l te sequence of  evet t ts  and act ions that

took place.  The graph is  uscd by the lcarning colnpol lent  in order lo i t r tprove the systent 's

nerformance, as described in the following section

3 .2  Func t i ona lDesc r i p l i on

l 'he system archi tecture,  which inrptcnlemts the behavioural  descr ipt ion given in the

previous section, is presented here Figure 5 shows lhe major components of the system

Accept Task-N +
J

Accept  l v lode l -  |  A l te rna t ive  A l le r t ta t i ve

Accept Accept
Algor i thnr-Q Algor i thrn- l

Algoritfrnr SelectionAlgor i thrn Select ion

Algirrithnr Exccution
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The system receives the user requirements and at lhe sarne time extracls s()tnc
characleristic measures from the data this information is then userl lo select il tasl.
model and algorithm that appears most promising: ihe KII rules are applied lor this
purpose The selection is then presented to lhe analyst, who can either approve or reject it
as was shown in the previous section The functional components of the systenr are
described bellow

3.2.1 l l ( i l  ( l lumnn Conrprr lcr  Intr r rct ion)
This cornponent handles all system-analyst intcractions lt gathcrs the analysl's

requiremenls lor the DM process and its results (e g process speed, resrrlt accuracy,
comprehensibility of the final nrodel) Thesc, along rvith data characteristics garhcred
fiom the CE (Characteristics Extraction) component, will be uscd in the various
seleclions At each selection state, it presents lo the analyst the systenl's suggcstion for
lhe next analysis step The results of those interactions are sent to the DEC (DECision)
component HCI presents the results of algorithnr application to the analyst, who
evaluates them and interactively indicates whether he is satislled with the results or not
This information is passed on to the DEC component

3.2.2 DEC (DECision)
The DEC component performs the actual problenr solving lis nrain furrction is thc

selection ofthe next step in the analysis process DEC sends nexl step suggestions to the
analyst via llCl lf lhe analyst approves a suggestion the analysis proceeds to the ncxt
level ,  or  i fwe are at  the algor i thrn select ion level ,  the actual  a lgor i thnr is  executcd l  h is is
done by sending a message to the Algorithlns component, which is then respotrsible for
the actual algorithm execulion

In making suggestions, the DEC component uses two kirrds of inprrt Otre is analyst
input, describing the analyst's requiremenls The other input contes fronr data itself and
consists of measures that describe lhe nature of the data These nleasures are:
. nttribute nature (continuous, ordinal, nonrinal)
. Number of attributes
o Size of sarnple
o Ratio ofthe above two quantities
o Number ofclasses (on classification task)
. Fonn ofclass variable (on classification task)
. Noise
o Attribuie conelation
.  Dependencylndicat ions
. Statistical, lnformational and Entropy nleasures.

DEC searches the KB in order to find the rules that best nratch thl input at harrd lt
may be the case that more than one rule applies to the current situation DEC chooses the
rule with the greater belief value; the other rules are stored, in case the analyst rcjccts that
seleclion or decides al sorne lalcr stcp of the analysis to return an(l gct arr alternativc
suSSeslron

I l l l

3 .2.3 ( ;E (( 'hrrncler is l ics Er l r tc t iorr)
lh i \  c(rnr l ' ( \nCnt is  t r ' r l r ' r rs i l ' l t ' fu t  lhc cr t t r r t i r ' t t  of  t t t t l l . r t t t t t tcrr ts  th:r t  t l tser i l 'c  t l r r '

data morphology lhese nreasrrrernenls are calctr latcd rrhcn thc anal)st  sfcc i l les the f i l r l
o f the database on rv l r ich hc r lanls t l re anal ls is  to take place 

' [he 
resul ts are scnt  lo the

l ) l lCco r r r ponen t *he re thcys i l l l r c r r { edas t l c sc r i t t cda t rove  l hon reas r r r c l r ) cn l s t ha la re

conrpuled are t r tent ioned in the t ) l :C conlponent dcscr ipt iorr  I

F ig.5.  Funct iorra l  Dcscr ipt ion of thc Srstcnr

3.2. ,1 Algor i thnrs l , i l r rnr l '
lh is  is  rcsponsible for  the execrr t ion oI lhe algor i thrns l t  receivcs instnrct ions f rot t t

t l re l )EC conrponent as to which algol i lhrn to exccute on rvhat  dala I t  exccutes t l rc

algor i t l r rn and sends the resul ts to the I  ICI  for  user evaluat ion

3,2,5 l ,earning Conrponcrr l
' i l r is  

cornporrent  is  responsible f r l r  i r r rproving l l tc  pcr fornrance of the protr lerrr  solv ing

part  l t  cont inuotrs l l robscrvcs systcrn-anal)st  interact iot t  an( l  at tenrpls lo i t t t roduce nerv

rules rvhich rv i l l  lead lo nrore successful  analysis.  or  ru lcs that  recognise rv l ten a cer la in

kind ofanalysis u i l l  not  be srrccessf i r l  I t  consis ls of t \ \o par ls nn agent cal lcd Obsen'er

t l rn l  gat l rcrs data l ionr  systcrn-analyst  i l r tcracl ions an( l  f l  conrponelr t  cal led [ .carner that  is

responsihle for  knorv ledgc acquis i l ion f iont  t l te i r t f t t rnta l ion that  lhe Ohserver gathers

3 2 5 1 ( ) h s n v t
As rr rerr t ioned al rove th is conrp{r lcr l  is  actrra l l l ' i ln  r l { 'n l  t l r i r l  crc i l lc : ;  a lot l  oIsy ' ; tc t t t

cvcnls l l  records al l  analyst-systcnr in lcracl i r )ns.  a l l  thc suggcsl ions thal  lhc syslcnl

pr( .scnls to t l rc  arra lyst  arrd l r is  leact iorrs to th()sc sr tggcsl iot ts  l l  t to lcs rv l tc t t  t l rc  paths

I  l r rnran ( 'ornprr lcr  ln leract ion
l) l :Cis ion
Charactcr is t ics l lx t ract ion
Algor i lhnrs l - ihrary
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'l 
ask Selectiorr

Modcl  Select ion

Algor i thrn Select ion

Fig. 6. An examplc ofa graph dcpicting analyst-systcm intcraclion Thc dcsccndarrts
of a node are all thc possible sclcctions Thc childrcn of a nodc arc sortcd b1 tlrcir
dcgrce of bclicfl The lcll child of a nodc is thercforc thc slstcnr's suggcstion
Arrorvs indicate the path that the analysis follows Dottcd lincs ittdicalc nuv
sclcctions, spccified b1' thc analyst

taken lead to failure and how lhe analyst overcomes this situation lt also notes the paths

that lead to successful analysis All this information is recorded using graph data

slrudures
The graph consists of three levels, each one corresponding to a selcction state Tltc

nodes ofeach tevel  are the systenr 's  suggest ions and the al ternat ives l f  the analyst  ntakes

a selection which is not one ofthe systent proposed options, a new nodc is added to thc

graph (dotted edges) At any point in the analysis, the path follorved so far is irrdicated by

arrow headed edges When a node is selected, links are created to dcscendarrt nodes,

which describe all possible aliernatives at lhe next level Arrow headed edges fronr nodes

to nodes ofa previous level indicate backtracking

3 2.5 2 Learner
The Learner uses the graph constructed by the observer, in order to find situations thal

lead lo successful analysis (corresponding to positive examples). but also situaliotts lhat

lead to lailures (negative exanrples) It must be noted here that the existence of lailtlres is

as imporlant as the existence of successes Based on lhis, the learrrer updates the nlles of

IhE KB

When certain decisions are made on regular basis, under specific analyst rcqttircntetlts

and data characteristics, rules can be created to associate those clraracterislics rvith the

decis ions taken l f the appl icat ion ofa ru les leads to successful  analysis i ts  bel iefvalue is

increased Situations rvhere the analyst selecls a different next stcP fronl tlte one the

system proposes are also explo i ted;  in th is case the bel iefvalue of the ru le that  the systenl

proposed remains the same, and a new rule is created describirrg the action taken The

only case that the belief value of a rule is decreased is when its applicatiorr prodtrccs

dilTererrt restrlts than lhc ones expected (i e failure instead of sttccess of analysis) 
-l-hc

degree ofbel iefofa ru le is  actual ly  the percentage of t intes that  thc ru le rvas st tcccsslu l ly

used, (i e #successful applications / ftotal applications)

3.2.5 Knowledge Bese (KB)
KB provides the information for the successful guidance of the analysis process The

rules it contains can be divided into three cateSories: Task Selection, Model Selection and

1 4 5

A l g t t t i l h r t t  S c l c c l i o n  l t r l c s :  c r c h  c a t c g o t v  i s  a p I l i s l l r l c  l ( )  t l r c  ( : o r c s l x ) r r r l i n g  a r a l y s i s
phase

' lask  
Se lcc t io r l  l t t l cs  t t se  da ta  i ru l i ca to rs  (c  g  a l l r ih r r l c  cor re la t i6 r r ,  a l r i l )1 tc

r lcpendcr rc ies  i r r t l i ca t io r rs )  to  su lqcs l  0  l f l sk

I  ASK  S I : l  l : ( ' l  ION  l . l : \ , t l t i
l t u l c  l f co l r c l a t i on  bc t r r ce r r  r a r i ah l cs

Suggesr l ( l :GRESSION
Rule l f  t lcpenr lecy_ir rd icat iorr  Suggcst  l ) t1 l ' l jNl ) t rNC.:y I ) l lRlVA l - lON
Rule l Iuscr  asks predict ion ofvar iable X and X contr i luous

Srrggcst  RI :GIU:SSION
Else Suqgesr Cl t .ASSttr tCAl  ION

l lu le :  l fuscr  krrorvs lhe c lasscs
Surgcsr ( 'Lr \SSl l i t ( 'n  I  tON
lllse suggcsr CI_USI'I:Rt NG

N,IODII I ,  STLE(] ]  ION l ,EVII I ,  :

Rrr le :  l f  instances l inear scparatr lc  suggest  a l inear f i (
l lu le ;  l I r runt_of_i r rstances < 2 ' r rurrr  of  at t r ibutes

Sugtest  l ) l iStCtON_T RI:ES or NEAR1IS.I  NEtG
Else

Suggest  LINI:AR Fl- t
Rule :  l f i re l levant  a i l r ibutes

Suggcst  t )ESICtON TREES
Rule :  l fcorrccpt_fornrconl inuoub

SLrggcst  l - lNl :AR REGRIISSION
Rule :  l furrderstarrdabi l i t l '

Suggest DECISION t'Rlltrs

Al_( ;ORt I  i lN{ SEl .ECl toN l . t : \ / t :1.
Rule :  l l ' r runr of  instances < K ant l

prototlpes per class > 5 5 suggesl X algo
Rtr le :  I Icost  < K arrd entropy_of_at t r ibutcs < l_ suggest  S algo

Fig. 7. lirrrrrplcs of Krrorrlctlgc Basc rulcs

Nlrr t le l  Sclcct ion t t r lcs dcscr ihe rvhic l r  r r ror lc ls  arc associatcd rr i th thc sclcctcd task ant l
rv l r ich arc t l rc  nros( pr . r . is ing i l r  the ctr r rcrrr  s i tuar i .n bascd.n data nrorphorogy,  uscr
req(r i renrcnls and other Darantcrers

Final ly ,  Algor i thm select ion rures associate argor i thnrs rv i th speci f ic  r roders and
descr ibe the s i tuat ions (data morphology and user requirements)  un<Jer which a spcci f ic
algorithm is better than others which irnplenrent the selected nrodel ln fiEure 7 rve can
see how such a KB would look l ike

+
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Each rule is associated with a degree of belief that derives frorn thc percentage of

times that the nrle performed correctly This degree of belief changes as the analyst uses

the system and the system intproves its knorvledge, increasing when lhe rule is

successfully applied and decreasing when it is unsuccessfully applied

A question that naturally arises is how the initial form ofthe KB is creatcd, so that the

analyst will not have to wait for the system to be trained; nloreover, by rvhat nleans one

may initially acquire knowledge associated rvith nerv models and algoritlrnrs l-he gonl

here is to rgduce as much as possible the need for an expert who will inserl the rulcs

rnanual ly  to the KB of  the system Some of  the in i t ia l  ru les wi l l  be entered i r r  the KB by

lhe system devetopers llorvever, a non-expert user should be ahle to insert tlcrv nlodels or

algorithnrs without dilliculties Let us now see how new rules ntay be generatcd (figure

8 )

Fig. t. Functional description ofRule Gcncrator

Task Selection rules are inserted during the development phase As new lasks will not

be inserted anymore (i e they are fixed), the analysi need not be concerned with this type

of rule

A new Model Selection rule is inserted along with every model introduced to thc

system, associating the model with a specific task At the beginning, the systern lvill not

be able to efliciently handle the new model, bul this wilt change in the course of tinte,

once the system builds new rules that guide the model's application

*.; i r

?
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Sint i lar ly ,  a nerv Algor i lhrrr  Selecl ion rr r lc  is  insertcd for  ercry a lgor i thnr int roduced
to the s] 's tern,  associat ing the algor i thrrr  rv i th a spcci f ic  nrodel  lhe /?r /c ( iut t : r t t ror

conrnonent of the systern s i l l  bui ld a sct  of in i t ia l  nr les that  rv i l l  guidc thc appl icat ion of
thc speci f ic  a lgor i thrn basct l  orr  the.rvrxk ofGarna [ ( iarna95J TJrc systenr rv i l l  have at  i ts
disposal  a col lect ion of test  databasps,  each one havir rg charactcr is t ic  r f r ia nrorphologv.
I  l te t tcrv a lgor i thnr rv i l l  be appl icd to t l rose dr tabases arrd t l re rcsul ts tv i l l  be evatuated t ry
t l tc  systetn Using the rnorphokrgy of the test  databases arrd the evaluat ion rcsul ts,  the
s1's lct t t  prodt tces the i r r i t ia l  sct  ofru les,  rvhich rv i l l  associate t l re data r t rorpl to logy rv i t l r  the
algor i thrrr  pcr lor tnancc 0l 'corrrse.  th is set  oIru lcs wi l l  be ref incd in thc cotrrsc of t i l r re,  as
thc algor i thnr is  appl ied to new dala sets and nerv knorvledge beconres avai lablc l t  nrust
bc t loted here thal  the select ion of  the test  databases is  cruciat  for  t l te construct iorr  of  the
nt les lhat  rv i l l  in i t ia l ly  guide t l re appl icat iorr  of the ncrv a lgor i thrns tn ordcr l t r r  t l )e s] 's tenl
to be able to propose analysis steps for  var ious data nrorphologies t l re set  oI test  dala
bases nrust  contain as nrany diverse ntorpl to logies as possib le 

' l l rat  
rvay the nr les

prot luced for  each nerv a lgor i th ln rv i l l  be rnore gcneral
thc analyst  can also forrr r  h is orrn sct  of tcs l  data hascs,  f rorrr  data bascs uscd in past

analysis seqrrences;  the rr r le generator  perf i r r r r rs the in i t ia l  t ra in ing on th is test  sct  npart
I tonr that ,  he can grr ide the t ra in i r rg of the svstc ln bv present ing i t  rv i th past  analysis cases,
lakirrg care to present not only successfirl but also unsuccesshrl ones

4  Conc lus i ons

This paper prescnted "Noernon".  an arc l r i tecture for  the support  of  task,  nrodel  and
algor i thtn select ion in the Kl)D process Previous approachcs rv i th s inr i lar  goals are ei thcr
stat ic  ( i  e they can not  incorporate ncrv uror le ls or  a lgor i thrns rrntcss they rvcre
lcptogrant l t tcd) ,  or .  i l t  thc casc ofr ly l rarrr ic  approaches,  t l rey e i thcr  exhib i t  poor resul ts or
are cornputal iot ra l lv  in lensivc We propose an arc l r i tecture that  can incorporale nerv
nrodels and algor i thnrs arrd lcarn to usc thcnt  ef f ic icrr t ly  in l l rc  corrrse of  t intc,  by
ol lscrv i r tg t l le  cases rvhete lhc ncrv tnodels and algor i thrrrs secln to pcr  forrr r  besl  I  lorvcvcr
i t  nrust  be noted that  th is archi tecture learns to handle bet ter  the data ntorphologies that
the analyst works nrore oflen with lt also tends to adapt to tlre arralyst's personal
preferences

Future rvork on "Noernon" wi l l  inc lude the inrplcnrentat ion of t l re autotnat ic  creat ion
of the in i t ia l  ru les that  guide the appl icat ion ofa newly inserted nrodel  or  a lgor i rhm, as
well as the inrplenrtntation of the Learning Contponent We will first focus our effort to
rnodels arrd a lgor i thrns that  are used for  the c lassi f icat ion task We plan to develop a
tnalr ix- laccd struclure of  co-operat ing inte l l igent  agents that  wi l l  support  thc funct ional i ty
described above

Acknox Icdycntanls
Ihc outhtrs *ouhl ltkt n oc*noululgc finonciol suplxtrI fion the (ircck Ocnantl Sccrclotiat for
llescarch & I'echnologv (IlliNF.rl 28)
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