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1. INTRODUCTION

In the information filtering paradigm, clients subscribe to a server with contin-
uous queries or profiles that are expressed in some well-defined language and
capture their information needs. Clients can also publish documents to servers.
When a document is published, the continuous queries satisfying the document
are found and notifications are sent to appropriate clients.

This article deals with the filtering problem that needs to be solved efficiently
by each server: Given a database of continuous queries db and a document d ,
find all queries q ∈ db that match d . This functionality is crucial for a server
because we expect deployed information filtering systems to handle millions
of client queries. We concentrate on filtering of textual information using a
data model which is well-understood in Information Retrieval and has been
called AWP (Attributes with Word Patterns) by us in [Koubarakis et al. 2002,
2003]. Data model AWP is based on named attributes with values of type text,
and its query language includes attributes, comparison operators “equals” and
“contains” and word proximity operators from the Boolean model of Information
Retrieval (IR) [Chang et al. 1999].

As main memory has become cheaper and a memory chip of a few gigabytes
is now affordable for a commodity PC, main memory applications have gained
higher popularity, as they are able to provide orders-of-magnitude improve-
ment in response times compared to secondary memory approaches. An exam-
ple of this type of memory-resident applications are MMDBs (Main Memory
Database Systems) [Garcia-Molina and Salem 1992; Severance and Pramanik
1990; DeWitt et al. 1984], in which the whole database is kept in main mem-
ory, and backups may be stored on disk to avoid data loss. Naturally, not all
applications are perfect candidates for MMDBs, and this decision depends on
the specifics of the application. In some real-time applications (such as tele-
phony) the database must be entirely memory resident, while in others (such
as banking applications) the data may not fit in main memory. Even when the
database is too big for main memory, cluster computing and networked worksta-
tions are able to provide useful solutions that allow splitting the database into
several smaller ones that may fit in a single memory chip, so that parallel pro-
cessing techniques may then be utilized. These solutions render main-memory
algorithms an appealing approach for both mid- and large-scale information
providers that emphasize the timeliness of information delivery. Thus, in this
article, we develop and evaluate efficient main-memory data structures that are
used to index continuous AWP queries, and algorithms that are able to filter
incoming documents against millions of indexed queries in just a few hundred
milliseconds.

Our algorithms are the first in the literature that deal with IR models like
AWP supporting Boolean queries, named attributes with values of type text,
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and word proximity operators. The main idea behind our algorithms is to use
tries to capture common elements of queries. In this way clustering of queries
is improved and smaller filtering times are achieved. The algorithms clos-
est to ours are the ones employed in the Boolean version of SIFT [Yan and
Garcia-Molina 1994b] where documents are free text and queries are conjunc-
tions of keywords. SIFT has been the inspiration for this work, and the re-
sults presented in Sections 4 and 6 extend and improve the results of Yan and
Garcia-Molina [1994b]. In particular, we experimentally evaluate algorithms
BF, SWIN and PrefixTrie that are extensions of the algorithms BF, Key and
Tree of Yan and Garcia-Molina [1994b] for the model AWP. We also discuss in
detail the new algorithms BestFitTrie and LCWTrie as alternatives to Prefix-
Trie, and compare them under various experimental settings. Finally, we study
the problem of reorganizing the query database in order to achieve greater ef-
ficiency at filtering time. We introduce the algorithm ReTrie, an extension of
BestFitTrie, which reorganizes the query database based on a clustering qual-
ity criterion, and evaluate it against algorithm Periodic, a baseline algorithm
that reorganizes the queries periodically.

Preliminary results of this research have appeared in Tryfonopoulos et al.
[2004]. The current article revises Tryfonopoulos et al. [2004] and presents the
following extensions and additional contributions. We study the problem of re-
organizing queries in the database to achieve better clustering and thus shorter
filtering times, and present two efficient algorithms for this problem (Section 5).
We also include more detailed descriptions of the data model and algorithms
of Tryfonopoulos et al. [2004] and their respective data structures, extend the
experimental section (Section 6) with new experiments, and give more details
for the experiments presented in Tryfonopoulos et al. [2004]. Whereas Try-
fonopoulos et al. [2004] used a single corpus of documents to evaluate the pro-
posed algorithms, this article uses two corpora: a small focused corpus of papers
about neural networks (called NN corpus), and a bigger and more diverse cor-
pus of documents crawled from the Web (the .GOV corpus). The NN corpus
was chosen because it provides a thematically focused setting that matches the
requirements and assumptions of our algorithms, while the .GOV corpus was
used to assess the limitations of our approach, in a thematically diverse setting.
These corpora are representative of digital library scenarios and are also used
by other researchers in the area of information retrieval and filtering. Finally,
we provide an extensive survey of related work ranging from background on
tries, to information filtering methods and other data models and query lan-
guages related to AWP.

In work presented in Koubarakis et al. [2002] and Koubarakis et al. [2003],
we discuss the distributed alert system DIAS and its ancestor, the peer-to-peer
system P2P-DIET [Koubarakis et al. 2003; Idreos et al. 2004a, 2004b]. DIAS
and P2P-DIET use AWP as their metadata model for describing and querying
digital resources and the filtering algorithm BestFitTrie for matching incoming
documents against stored continuous queries. The algorithms presented here
are also utilized in systems DHTrie [Tryfonopoulos et al. 2005b] and LibraRing
[Tryfonopoulos et al. 2005a], in the context of information filtering and digital
library applications built on top of Distributed Hash Tables (DHTs). In all of

ACM Transactions on Information Systems, Vol. 27, No. 2, Article 10, Publication date: February 2009.



10:4 • C. Tryfonopoulos et al.

these distributed systems, the algorithms of this article are used locally in each
server, while appropriate protocols (not discussed in this article) guarantee
successful distributed operation.

The rest of the article is organized as follows. Section 2 presents related work.
Section 3 presents the model AWP, and Section 4 presents the filtering algo-
rithms we developed. Two algorithms for the reorganization of stored queries
are presented in Section 5. Section 6 presents our document corpora and the
query creation methodology and evaluates the algorithms experimentally un-
der various parameters. Finally, Section 7 concludes the article and hints at
our current work.

2. RELATED WORK

In this section we survey related work. We first provide background on tries
and their variations. Then, we give an extensive survey of information filtering
in various research areas, including IR, databases, distributed systems, and
P2P systems. Finally, we compare the expressiveness of the model AWP with
related data models and query languages.

2.1 Tries

The concept of tries was initially conceived by de la Briandais [1959], but the
actual term was coined by Fredkin [1960], who derived the name from the
term retrieval used in information retrieval systems. Tries are widely used in a
number of different application domains ranging from dictionary management
[Aho et al. 1983; Aoe et al. 1992; Knuth 1973a] and text compression [Bell et al.
1990] to natural language processing [Baeza-Yates and Gonnet 1996; Peterson
1980], pattern matching [Flajolet and Puech 1986; Rivest 1976], IP routing
[Nilsson and Karlsson 1999] or searching for reserved words in a compiler
[Aho et al. 1986]. The broad applicability of tries has resulted in considering
them a general-purpose data structure with properties that are now well un-
derstood due to a series of studies [Devroye 1992; Flajolet 1983; Jacquet and
Szpankowski 1991; Knuth 1973a; Regnier and Jacquet 1989; Rivest 1976].

There are several ways to implement a trie node depending on the applica-
tion in mind, but the two most common ways are using arrays in the size of the
alphabet (array tries) [Fredkin 1960] and using lists with nonempty elements
as roots of subtrees (list tries) [de la Briandais 1959; Knuth 1973b]. Array tries
are better suited when the alphabet is relatively small, whereas the list imple-
mentation is best suited for large alphabets or trie nodes with few children, as
opposed to a fixed size array consisting mainly of null pointers.

There are generally two ways to reduce the size of a trie, reducing the size
of each one of the nodes and reducing the number of nodes needed to repre-
sent a set of strings. Compact tries [Sussenguth 1963] are variants that are
used to reduce the number of nodes needed to represent a certain string, by
compacting chains of nodes that lead to a leaf without branching to a single
node. Another idea for size reduction in a trie is to view the indexed strings
as a set, rather than as a sequence. In this way the size of the resulting trie
can be influenced, leading to the smallest trie. However, Comer showed that
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the problem of determining the smallest trie is NP-complete [Comer and Sethi
1977]; thus, several works have proposed heuristics to minimize a static trie
(e.g., the O-Trie [Comer 1981]).

In our approach we extend the concept of a list trie to implement the
data structures used to store user queries in main memory. The algorithm
BestFitTrie (and its variations LCWTrie and ReTrie), which we present in this
work, utilize variations of list tries and techniques from compact tries to allow
for the late creation of trie nodes in order to explore commonalities between
user queries.

2.2 Information Filtering

Information retrieval and information filtering are often referred as two sides
of the same coin [Belkin and Croft 1992]. Although many of the underlying
issues are similar in retrieval and filtering, since they share the common goal of
information delivery to information seekers, the design issues (e.g., timeliness
of data, identification and representation of user needs) and also the techniques
and algorithms devised to satisfy these information needs differ significantly.

Historically, work on selective dissemination of information started by a 1958
article of Luhn [Luhn 1958], where a “Business Intelligence System” is de-
scribed. In his concept, individual users would have their interests described
in profiles, and a text selection system would produce lists of new documents
that would allow users to choose between ordering a new document or not. At
that day, the selection module was described using the terms selective dissem-
ination of new information. The term information filtering was coined later by
Denning [1982], where he described the need to filter incoming mail messages
to sort them in order of urgency. Here we will discuss only the papers that are
more relevant to our work and mainly those referring to content filtering (now
commonly referred as content-based filtering).

Early approaches to information filtering by IR researchers focused more on
appropriate representations of user interests [Morita and Shinoda 1994] and
on improving filtering effectiveness Hull et al. [1996]. In Morita and Shinoda
[1994] behavior monitoring and a substring indexing method is proposed in
order to decide which documents are of interest to the user. In [Hull et al.
1996] filtering is addressed using ensemble methods from machine learning,
where combinations of strategies are explored as a means to increase filtering
effectiveness. Other approaches include statistical filtering systems such as
LSI-SDI [Foltz and Dumais 1992], that uses the LSI method to filter incoming
documents.

One of the first papers in this area to address performance is Bell and Moffat
[1996], where an information filtering system capable of scaling up to large fil-
tering tasks is described. The authors assume a server that receives documents
at a high rate, and propose algorithms that support vector space queries by im-
proving the algorithm SQI of Yan and Garcia-Molina [1994a]. InRoute [Callan
1996] was another influential system based on inference networks with empha-
sis on filtering efficiency. InRoute creates documents and query networks and
uses belief propagation techniques to filter incoming documents. Other works
in the area mainly focus on adaptive filtering [Callan 1998; Zhang and Callan
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2001] and how vector space queries and their dissemination thresholds are
adapted based on documents processed in the past.

Apart from the statistical filtering approaches we have described, filtering
systems based on the Boolean model have also been developed. A representative
example is LMDS [Yochum 1985], that uses least frequent trigrams to allow for
fast processing of incoming documents. In LMDS, profiles are indexed under the
least frequent trigram, whereas documents are represented as a sequence of
trigrams. At filtering time a table lookup determines which profiles match the
incoming document. Since false positives may incur, a second stage is necessary
to determine the actual matches.

Most of the work on information filtering in the database literature has its
origins in Franklin and Zdonik [1998] which also used the term selective dis-
semination of information (SDI). Their preliminary work on the system DBIS
appears in Altinel et al. [1999]. The term publish/subscribe (pub/sub) sys-
tem, which comes from distributed systems, has also been used in this con-
text by database researchers. Another influential system is SIFT [Yan and
Garcia-Molina 1994b, 1999b], where publications are documents in free text
form and queries are conjunctions of keywords. SIFT was the first system to
emphasize query indexing as a means to achieve scalability in pub/sub systems
[Yan and Garcia-Molina 1994b]. Later on, similar work concentrated on pub/sub
systems with data models based on attribute-value pairs and query languages
based on attributes with arithmetic and string comparison operators (e.g., Le
Subscribe [Fabret et al. 2001], the monitoring subsystem of Xyleme [Nguyen
et al. 2001] and others). [Campailla et al. 2001] is also notable because it con-
siders a data model based on attribute-value pairs but goes beyond conjunctive
queries—the standard class of queries considered by other systems [Fabret
et al. 2001]. More recent work has concentrated on publications that are XML
documents and queries that are subsets of XPath or XQuery (e.g., XFilter [Al-
tinel and Franklin 2000], YFilter [Diao et al. 2003], Xtrie [Chan et al. 2002]
and xmltk [Green et al. 2003]). All these papers discuss sophisticated filtering
algorithms based on indexing queries.

In the area of distributed systems and networks various pub/sub systems
have been developed over the years over. Researchers have utilized here vari-
ous data models based on channels, topics and attribute-value pairs (exactly like
the models of the database papers discussed above) [Carzaniga et al. 2001]. The
latter systems are called content-based like in the IR literature, as attribute-
value data models are flexible enough to express the content of messages in var-
ious applications. The query languages of these systems are based on Boolean
combinations of arithmetic and string operations. Work in this area has con-
centrated not only on filtering algorithms as in the database papers previously
surveyed, but also on distributed pub/sub architectures [Aguilera et al. 1999;
Carzaniga et al. 2001] based on unstructured networks. SIENA [Carzaniga et al.
2001] is probably the most elegant example of a system to be developed in this
area. SIENA uses a data model and language based on attribute-value pairs
and demonstrates how to express notifications, subscriptions and advertise-
ments in this language. The core ideas of SIENA have recently been used in
the pub/sub systems DIAS [Koubarakis et al. 2002] and P2P-DIET [Koubarakis
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et al. 2003; Idreos et al. 2004b], but now the data models AWP and AWPS
utilized were inspired from Information Retrieval. DIAS and P2P-DIET have
also emphasized the use of sophisticated subscription indexing at each server
to facilitate efficient forwarding of notifications [Tryfonopoulos et al. 2004].
In some sense, the approach of DIAS and P2P-DIET puts together prominent
ideas from the database and distributed systems tradition in a single unify-
ing framework. Another important contribution of P2P-DIET is that it demon-
strates how to support by very similar protocols the traditional ad-hoc or one-
time query scenarios of typical super-peer systems [Yang and Garcia-Molina
2003] and the pub/sub features of SIENA [Carzaniga et al. 2001]. Lately, the
iClusterDL system [Raftopoulou et al. 2008] has showed how to exploit a spe-
cial form of unstructured networks, called Semantic Overlay Networks [Crespo
and Garcia-Molina 2002], to support both IR and IF functionality in a Digital
Libary domain.

With the advent of DHTs such as CAN [Ratnasamy et al. 2001], Chord [Stoica
et al. 2001] and Pastry [Rowstron and Druschel 2001], a new wave of pub/sub
systems based on structured networks has appeared. Scribe [Rowstron et al.
2001] is a topic-based publish/subscribe system based on Pastry [Rowstron and
Druschel 2001]. Hermes [Pietzuch and Bacon 2002] is similar to Scribe because
it uses the same underlying DHT (Pastry) but it allows more expressive sub-
scriptions by supporting the notion of an event type with attributes. Each event
type in Hermes is managed by an event broker, which is a rendezvous node for
subscriptions and publications related to this event. Related ideas appear in
Tam et al. [2003] and Terpstra et al. [2003]. PeerCQ [Gedik and Liu 2003] is
another notable pub/sub system implemented on top of a DHT infrastructure.
The most important contribution of PeerCQ is that it takes into account peer
heterogeneity and extends consistent hashing [Karger et al. 1997] with simple
load balancing techniques based on appropriate assignment of peer identifiers
to network nodes.

Meghdoot [Gupta et al. 2004] is a very recent pub/sub system implemented
on top of a CAN-like DHT [Ratnasamy et al. 2001]. Meghdoot supports an
attribute-value data model and offers new ideas for the processing of subscrip-
tions with range predicates (e.g., the price is between 20 and 40 Euros) and load
balancing. A P2P system with a similar attribute-value data model that has
been utilized in the implementation of a publish-subscribe system for network
games is Mercury [Bharambe et al. 2002, 2004]. A recent paper [Aekaterinidis
and Triantafillou 2005] implements a DHT-agnostic solution to support prefix
and suffix operations over string attributes in a pub/sub environment.

Recently, several systems that employed an IR-based query language to sup-
port information filtering on top of structured overlay networks have been
deployed. pFilter [Tang and Xu 2003] uses a hierarchical extension of the
CAN DHT to store user queries and relies on multicast trees to notify sub-
scribers, while DHTrie [Tryfonopoulos et al. 2005b] extends the Chord proto-
col to achieve exact information filtering functionality and applied document-
granularity dissemination to achieve the recall of a centralized system. In the
same spirit, LibraRing [Tryfonopoulos et al. 2005a] presents a framework to
provide information retrieval and filtering services in two-tier digital library
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environments. Contrary to DHTrie and LibraRing, the MinervaDL [Zimmer
et al. 2007] and MAPS [Tryfonopoulos et al. 2007; Zimmer et al. 2008] systems
suggest using the Chord DHT to disseminate and store statistics about the
document providers rather than the documents themselves. In this way, only a
few carefully selected, specialized, and promising peers store the user queries
and are monitored for new publications. This approximate information filtering
relaxes the assumption—which holds in most pub/sub systems—of potentially
delivering notifications from every producer and amplifies scalability.

2.3 Data Models and Query Languages Related to AWP
In the database literature, word patterns have been studied by Chang and
colleagues in the context of integrating heterogeneous digital libraries [Chang
et al. 1996; Chang et al. 1999; Chang 2001]. The model AWP is essentially the
model of Chang [2001] but with a slightly different class of word patterns.

Limited forms of proximity operators as we use them in AWP have been
offered in the past by various search engines (e.g., Altavista had an opera-
tor NEAR that meant word-distance 10, Lycos had an operator NEAR that
meant word-distance 25, and Infoseek used to have a more sophisticated fa-
cility). Proximity operators have also been implemented in other systems such
as freeWAIS [Pfeifer et al. 1995] and InQuery [Callan et al. 1992]. There are
also advanced IR models such as the model of proximal nodes [Navarro and
Baeza-Yates 1997] with proximity operators between arbitrary structural com-
ponents of a document (e.g., paragraphs or sections). Data models and query
languages for full-text extensions to XML, for example, TeXQuery [Amer-Yahia
et al. 2004] is the most recent area of research where proximity operators have
been used.

The data model AWP is also related to recent proposals for representing and
querying textual information in publish/subscribe systems [Carzaniga et al.
2000; Campailla et al. 2001]. However, AWP uses linguistically motivated con-
cepts such as word and traditional IR operators instead of strings and string op-
erators used in the publish/subscribe models [Carzaniga et al. 2000; Campailla
et al. 2001].

In Koubarakis et al. [2002] we have extended the model AWP by introducing
a “similarity” operator based on the IR vector space model [Baeza-Yates and
Ribeiro-Neto 1999]. The similarity concept of this model, called AWPS (where
S stands for similarity), has in the past been used in database systems with
IR influences (e.g., WHIRL [Cohen 2000]) and more recently in XML-based
query languages, for example, ELIXIR [Chinenyanga and Kushmerick 2001],
XIRQL [Fuhr and Großjohann 2004], XXL [Theobald and Weikum 2000] and
TopX [Theobald et al. 2005].

3. THE DATA MODEL AWP
In this section we present the data model AWP for specifying documents and
queries [Koubarakis et al. 2002]. Documents in AWP are defined using named
attributes with values of type text. The query language of AWP offers Boolean
and proximity operators on attribute values as in Chang et al. [1999].
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3.1 Defining Documents

Let � be a finite alphabet. A word is a finite nonempty sequence of letters from
�. Let V be a finite set of words called the vocabulary. In the examples of this
article, V will be the vocabulary of the English language.

Definition 3.1. A text value s of length n is a total function s : {1, 2, . . . , n}
→ V.

In other words, a text value s is a finite sequence of words from the assumed
vocabulary and s(i) gives the i-th element of s. Text values can be used to
represent finite-length strings consisting of words separated by blanks. The
length of a text value s (i.e., its number of words) will be denoted by |s|.

Example 3.2. The string “this paper is about data structures” can be rep-
resented by a text value s of length 6 with s(1) = this, s(2) = paper etc.

In the rest of this section, we use the intuitive string notation to give examples
of text values while our definitions use the mathematical definition given above.

Let A be a countably infinite set of attributes called the attribute universe. In
practice attributes will come from namespaces appropriate for the application
at hand e.g., from the set of Dublin Core Metadata Elements1.

Definition 3.3. A document d is a set of attribute-value pairs (A, s) where
A ∈ A, s is a text value, and all attributes are distinct.

In the rest of this article, we will often use the intuitive notation A(d ) to refer
to the unique text value s such that (A, s) ∈ d .

Example 3.4. The following set of pairs is a document:

d = { (AUTHOR, “John Smith”),
(TITLE, “Selective dissemination of information in peer-to-peer systems”),

(ABSTRACT, “In this paper we show that ...”) }
Obviously, AUTHOR(d ) = “John Smith”.

3.2 Defining Queries

To define queries in AWP, we start with the concept of word defined earlier and
use it, together with the concept of interval to be defined immediately, to define
proximity formulas and word patterns. Finally, using the concept of attributes
as well, we define queries.

Let I be a set of (distance) intervals

I = {[l , u] : l , u ∈ N, l ≥ 0 and l ≤ u} ∪ {[l , ∞) : l ∈ N and l ≥ 0}.
Definition 3.5. A proximity formula is an expression of the form

w1 ≺i1 · · · ≺in wn

where w1, . . . , wn are words of V and i1, . . . , in are intervals of I.

1http://purl.org/dc/elements/1.1/
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The operators ≺i used in a proximity formula are called proximity operators.
Proximity operators are used to capture the concepts of order and distance
between words in a text document, using intervals that impose lower and upper
bounds on distances between words. The proximity word pattern w1 ≺[l ,u] w2

stands for “word w1 is before w2 and is separated by w2 by at least l and at
most u words”. The interpretation of proximity formulas with more than one
operator ≺i is similar.

Example 3.6. The following are proximity formulas:

information ≺[0,0] retrieval, Web ≺[0,0] information ≺[0,0] retrieval,

topics ≺[0,5] information ≺[0,0] retrieval

In this example, the proximity formula information ≺[0,0] retrieval denotes
that the word “information” appears exactly before word “retrieval” so this is
a way to encode the string “information retrieval” in AWP. We can also have
arbitrarily longer sequences of proximity operators with similar meaning. In
the proximity formula

topics ≺[0,5] information ≺[0,0] retrieval

the word “topics” is constrained to precede the word “information” by at least
0 words and at most 5 words. Similarly, the word “information” should appear
exactly before the word “retrieval”.

Definition 3.7. A word pattern is a conjunction of words of V and proximity
formulas.

Example 3.8. The following expression is a word pattern:

applications ∧ (selective ≺[0,0] dissemination ≺[0,3] information).

In the following definition, the symbol � should be read as “contains.” The
notation B � wp is a formal way of saying that the value of attribute B contains
the pattern of words specified by word pattern wp.

Definition 3.9. A query is a conjunction of the form

A1 = s1 ∧ . . . ∧ An = sn ∧ B1 � wp1 ∧ . . . ∧ Bm � wpm

where each Ai, Bi ∈ A, each si is a text value and each wpi is a word pattern.

Example 3.10. The following formula is a query:

AUTHOR = “John Smith” ∧
TITLE � (selective ≺[0,0] dissemination ≺[0,3] information) ∧ peer-to-peer

3.3 Semantics of Query Answering

Let us now define the semantics of query answering in AWP. In the informa-
tion filtering scenario studied in this article, query answering is equivalent to
knowing when a document satisfies or matches a user query. This notion is now
defined formally in two steps. First, Definition 3.11 defines when a text value
satisfies a word pattern. Then, this concept is used by Definition 3.13 to capture
when a document satisfies a query.
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Definition 3.11. Let s be a text value and wp a word pattern. The concept
of s satisfying wp (denoted by s |= wp) is defined as follows:

(1) If wp is a word then s |= wp iff there exists p ∈ {1, . . . , |s|} and s(p) = wp.

(2) If wp is a proximity formula of the form w1 ≺ i1
· · · ≺ in−1

wn then s |= wp iff
there exist p1, . . . , pn ∈ {1, . . . , |s|} such that, for all j = 2, . . . , n we have
s(pj ) = wj and pj − pj−1 − 1 ∈ i j−1.

(3) If wp is of the form wp1 ∧ wp2 then s |= wp iff s |= wp1 and s |= wp2.

Example 3.12. The text value “applications of selective dissemination of
information” satisfies the word pattern of Example 3.8.

Definition 3.13. Let d be a document and φ be a query. The concept of
document d satisfying query φ (denoted by d |= φ) is defined as follows:

(1) If φ is of the form A � wp then d |= φ iff there exists a pair (A, s) ∈ d and
s |= wp.

(2) If φ is of the form A = s then d |= φ iff there exists a pair (A, s) ∈ d .

(3) If φ is of the form φ1 ∧ φ2 then d |= φ iff d |= φ1 and d |= φ2.

Example 3.14. The value of attribute AUTHOR of document d in Example
3.4 is “John Smith” and the value of attribute TITLE satisfies word pattern

(selective ≺[0,0] dissemination ≺[0,3] information) ∧ peer-to-peer

according to Definition 3.11. Thus, d satisfies the query of Example 3.10
according to Definition 3.13.

3.4 The Expressive Power of Proximity Operators in AWP
We have already surveyed models related to AWP in Section 2.3. Here we
discuss in more detail the expressive power of proximity operators which are
a powerful feature of AWP. In this respect, we compare AWP with the model
of Chang et al. [1999] where the most detailed formal analysis of proximity
operators that exists in the literature has been given, and XQuery Full-Text,2

the most recent query language with sophisticated proximity operators.
The proximity operators we use in this article are more expressive than the

traditional IR proximity operator kW with meaning “the first operand must
precede the second by no more than k words” used in Chang et al. [1999] and
other papers. More precisely, expression w1 kW w2 in the model of Chang et al.
[1999] is equivalent to expression w1 ≺[0,k] w2 in our model. In addition, the op-
erators kW of Chang et al. [1999] are not powerful enough to express proximity
formulas such as w1 ≺[l ,u] w2 of our model when l > 0 or u = ∞.

The operator kN of [Chang et al. 1999] with meaning “the operands must
have a distance of k words but the order does not matter” cannot be expressed
in our model. However, notice that if we introduce disjunction w1 kN w2 can be
approximated by w1 ≺[0,k] w2 ∨ w2 ≺[0,k] w1. Chang et al. [1999] give an exam-
ple (page 23) that demonstrates why these two expressions are not equivalent

2http://www.w3.org/TR/xpath-full-text-10/
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given the meaning of operator kN . The example involves a text value and word
patterns with overlapping positions in that text value hence the difference.

Similar comments hold with respect to the predicates

with distance range words or within window range words

of XQuery Full Text, where range is exactly x or at most x or at least x or
from x to x and x, y ≥ 0. The proximity operators of AWP have exactly the
same expressive power with the with distance predicate but are less expres-
sive than the within window predicate.

Because operator kN of Chang et al. [1999] and predicate within window of
XQuery Full Text can be useful in implemented information filtering systems,
Section 4.1.5 explains that it is straightforward to extend the indexing and
filtering algorithms of this article to deal with them.

We have now completed the formal presentation of model AWP used in this
article. The reader is invited to read Koubarakis et al. [2006], where more
results on the “logic” of AWP are presented.

4. FILTERING ALGORITHMS

In this section, we present four main memory algorithms that solve the filter-
ing problem for conjunctive queries in AWP. Because our work extends and
improves previous algorithms from SIFT [Yan and Garcia-Molina 1994b], we
adopt terminology from SIFT in many cases.

4.1 The Algorithm BestFitTrie

In a filtering setting, contrary to the retrieval scenario, queries are indexed
and matched against incoming documents. To speed up the matching proce-
dure, documents and queries need to be represented in an appropriate form,
by utilizing appropriate data structures. In the following, we describe the data
structures used for representing incoming documents and indexing queries,
and present the query insertion and filtering mechanisms.

4.1.1 Data Structures for Documents. When a document is published in
the system, it has to be represented by appropriate data structures that will
facilitate the matching process. BestFitTrie uses two data structures to repre-
sent each published document d : the occurrence table OT(d ) and the distinct
attribute list DAL(d ) (shown graphically in Figure 1(a)). OT(d ) is a hash ta-
ble that uses words as keys, and is used for storing all the attributes of the
document in which a specific word appears, along with the positions that each
word occupies in the attribute text. DAL(d ) is a linked list with one element for
each distinct attribute of d . The element of DAL(d ) for each attribute A points
to another linked list, the distinct word list for A (denoted by DWL(A)) which
contains all the distinct words that appear in A(d ).

4.1.2 Data Structures for Queries. To index queries BestFitTrie utilizes an
array, called the attribute directory (AD), that stores pointers to word directories
and proximity arrays. AD has one element for each distinct attribute B in the
query database. Each element of AD is a word directory for attribute B that
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Fig. 1. Document and query data structures.

indexes the set of words in wp (denoted by words(wp)) for each atomic formula
B � wp in a query. Technically, a word directory WD(B) for attribute B is a
hash table that uses words as keys and provides fast access to roots of tries in a
forest that is used to organize the sets of words that result from words(wp). The
proximity formulas contained in wp are stored in an array called the proximity
array (denoted by PA(B)). PA(B) stores pointers to trie nodes (words) that are
operands in proximity formulas along with the respective proximity intervals
for each formula. Thus for a proximity formula of the form w1 ≺[l1,u1] · · · ≺[ln,un]

wn, array PA(B) will contain pointers to the words w1, · · · , wn stored in WD(B),
and also all the integers l1, u1, · · · , ln, un representing the distance intervals
in the proximity formula. Finally a hash table, called equality table (ET), that
indexes, under key s, all text values s that appear in formulas of the form A = s
is also used. Figure 1(b) illustrates the AD, the WD(B) and the PA(B) used to
index submitted user queries.

4.1.3 Query Insertion. When a new query q of the form

A1 = s1 ∧ . . . ∧ An = sn ∧ B1 � wp1 ∧ . . . ∧ Bm � wpm

arrives, the index structures are populated as follows. For each attribute Ai, 1 ≤
i ≤ n, we hash the text value si to obtain a slot in ET that will index this
text value. For each attribute Bj , 1 ≤ j ≤ m, we compute words(wpj ) and
insert them in one of the tries with roots indexed by WD(Bj ). Finally, we visit
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Table I. An Example with Identifying Subsets

k Query B � wpj Identifying Subsets

1 B � databases {databases}
2 B � relational ≺[0,2] databases {databases, relational}
3 B � databases ∧ relational {databases, relational}
4 B � (software ≺[0,2] neural ≺[0,0] networks) ∧

(software ≺[0,3] relational ≺[0,0] databases)

{databases, relational, neural},
{databases, relational, software},
{databases, relational, networks},
...

5 B � optimal ∧ (artificial ≺[0,0] intelligence) ∧
relational ∧ databases

{optimal}, {optimal, databases},
{databases, relational, artificial,

intelligence, optimal}, ...

6 B � artificial ∧ relational ∧ intelligence ∧ da-

tabases ∧ knowledge

{knowledge}, {knowledge,

databases}, {databases, relational,

artificial, knowledge}, ...

PA(Bj ) and store pointers to trie nodes and proximity intervals for the proximity
formulas contained in wpj .

Let us now explain how each word directory WD(Bj ) and its forest of tries
are organized. The main idea behind this data structure is to store sets of words
compactly by exploiting their common elements. In this way, memory space is
optimized and filtering can be efficiently carried out as we will see below. To
understand how WD(Bj ) is constructed, we need the following definition.

Definition 4.1. Let S be a set of nonempty sets of words and s1, s2 ∈ S with
s2 ⊆ s1. We say that s2 is an identifying subset of s1 with respect to S iff s2 = s1

or there is no r ∈ S, such that r �= s1 and s2 ⊆ r.

The sets of identifying subsets of two sets of words s1 and s2 with respect to a
set S is the same if and only if s1 is identical to s2.

Example 4.2. Table I shows some examples that clarify these concepts. In
each row of the table, we give query B � wpj and some identifying subsets of
words(wpj ) with respect to S = {words(wpk) : 1 ≤ k ≤ j − 1}.

Notice that in some entries of the table we do not give the complete set of
identifying subsets due space considerations.

For each formula B � wpj in a user query, the sets of words words(wpj ) are
incrementally organized in the word directory WD(B) as follows. Let S be the
set of sets of words currently in WD(B). When a new set of words s arrives,
BestFitTrie selects the best trie T in the forest of tries of WD(B), and the best
location in that trie to insert s. The algorithm for choosing T takes into account
the current organization of the word directory and will be presented below.

Throughout its existence, each trie T of WD(B) has the following properties.
The nodes of T store sets of words and other data items related to these sets.
Let sets-of-words(T) denote the set of all sets of words stored by the nodes of
T . A node of T stores more than one set of words if and only if these sets are
identical. The root of T (at depth 0) stores sets of words with an identifying
subset of cardinality one. In general, a node n of T at depth i stores sets of
words with an identifying subset of cardinality i + 1. A node n of T at depth i
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storing sets of words equal to s is implemented as a structure consisting of the
following fields:

—Word(n): the (i + 1)-th word wi of identifying subset {w0, . . . , wi−1, wi} of s
where w0, . . . , wi−1 are the words of nodes appearing earlier on the path
from the root to node n.

—Query(n): a linked list containing the identifier of query q that contained word
pattern wp for which {w0, . . . , wi} is the identifying subset of sets-of-words(T).

—Remainder(n): if node n is a leaf, this field is a linked list containing the words
of s that are not included in {w0, . . . , wi}. If n is not a leaf, this field is empty.

—Children(n): a linked list of pairs (wi+1, ptr), where wi+1 is a word such that
{w0, . . . , wi, wi+1} is an identifying subset for the sets of words stored at a
child of wi and ptr is a pointer to the node n′, where Word(n′) = wi+1.

The sets of words stored at node n of T are equal to {w0, . . . , wn} ∪
Remainder(n), where w0, . . . , wn are the words on the path from the root of
T to n. An identifying subset of these sets of words is {w0, . . . , wn}. Figure 4(a)
shows an example of a trie created by BestFitTrie for the queries of Table I, to-
gether with the Query(n) and Remainder(n) lists. The purpose of Remainder(n)
is to allow for the delayed creation of nodes in a trie. This delayed creation lets
us choose which word from Remainder(n) will become the child of current node
n depending on the sets of words that will arrive later on.

To continue with the algorithm for inserting a new set of words s in a word
directory, we will first need to define the concept of clustering ratio.

Definition 4.3. Let s be a set of words indexed at node n of trie T . For this set
of words, we have that s = {w0, . . . , wn} ∪ Remainder(n), where w0, . . . , wn are
the words in the path from the root of T to node n. The clustering ratio of s in T ,
denoted as ClusteRat(s, T ), is ClusteRat(s, T ) = |{w0,... ,wn}|

|s| , where |{w0, . . . , wn}|
and |s| denote the number of words in the corresponding sets of words.

ClusteRat(s, T ) is used to quantify how well the set of words s is clustered in
trie T . From the definition, it follows that 0 < ClusteRat(s, T ) ≤ 1. Generally
when ClusteRat(s, T ) is near 0, the set of words s is considered badly clustered,
whereas when ClusteRat(s, T ) is near 1, the set of words is considered highly
clustered.

The algorithm for inserting a new set of words s in a word directory is as
follows. The first set of words to arrive will create a trie with a randomly chosen
word as the root and the rest stored as the remainder. The second set of words
will consider being stored at the existing trie or create a trie of its own. In
general, to insert a new set of words s, BestFitTrie iterates through the words
in s and utilizes the hash table implementation of the word directory to find all
candidate tries T ′ for storing s: the tries with a word of s as root. To store sets
as compactly as possible, BestFitTrie then looks for a trie node n in trie T ′ such
that, if s was indexed there, ClusteRat(s, T ′) would be maximized.

To identify the optimal node n, BestFitTrie performs a depth-first search
down to depth |s|−1 in all candidate tries. If more than one nodes that maximize
ClusteRat(s, T ) are found, BestFitTrie randomly chooses one. The path from
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Fig. 2. Pseudocode for query insertion under algorithm BestFitTrie.

the root to n is then extended with new nodes containing the words in τ = (s \
{w0, . . . , wn}) ∩ Remainder(n). If s ⊆ {w0, . . . , wn} ∪ Remainder(n), then the last
of these nodes l becomes a new leaf in the trie with Query(l ) = Query(n)∪{q} (q is
the new query from which s was extracted) and Remainder(l ) = Remainder(n)\
τ . Otherwise, the last of these nodes l points to two child nodes l1 and l2. Node l1

will have Word(l1) = u, where u ∈ Remainder(n) \ τ, Query(l1) = Query(n) and
Remainder(l1) = Remainder(n)\(τ ∪{u}). Similarly node l2 will have Word(l2) =
v, where v ∈ s \ ({w0, . . . , wn} ∪ τ ), Query(l2) = q and Remainder(l2) = s \
({w0, . . . , wn} ∪ τ ∪ {u}).

Figure 2 presents the pseudocode for query indexing under algorithm Best-
FitTrie. The complexity of inserting a set of words in a word directory is linear
in the size of the word directory.
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4.1.4 Filtering Incoming Documents. The filtering procedure utilizes two
arrays named Total and Count. Total has one element for each query in the
database and stores the number of atomic formulas contained in that query.
Array Count is used for counting how many of the atomic formulas of a query
match the corresponding attributes of a document. Each element of array Count
is set to zero at the beginning of the filtering algorithm. If at algorithm termi-
nation, a query’s entry in array Total equals its entry in Count, then the query
matches the published document, since all of its atomic formulas match the
corresponding document attributes.

When a document d is published at the server, filtering proceeds as follows.
BestFitTrie hashes the text value C(d ) contained in each document attribute
C and probes the ET to find matching atomic formulas with equality and in-
creases the corresponding query element in array Count by one. Then for each
attribute C in DAL(d ) and for each word w in DWL(C), the trie of WD(C) with
root w is traversed in a depth-first manner. Only subtrees having as root a word
contained in C(d ) are examined, and hash table OT(d ) is used to identify them
quickly. At each node n of the trie, the list Query(n) gives implicitly all atomic
formulas C � wpi that can potentially match C(d ) if the proximity formulas in
wpi are also satisfied. This is repeated for all the words in DWL(C), to identify
all the qualifying atomic formulas for attribute C. Then the proximity formulas
for each qualifying query are examined using a straight forward polynomial-
time algorithm that takes a proximity formula and a text value as an input,
and decides whether the proximity formula is satisfied by the text value (see
Koubarakis et al. [2002] for details). For each atomic formula satisfied by C(d ),
the corresponding query element in array Count is increased by one. At the
end of the filtering algorithm, arrays Total and Count are traversed and the
values stored for each query are compared. The equal entries in the two arrays
give us the queries satisfied by d . Figure 3 presents the pseudocode for filtering
incoming documents in BestFitTrie.

4.1.5 Dealing with Other Proximity Operators. It is straightforward to ex-
tend the indexing and filtering algorithms of this article to deal with the kN
operator of Chang et al. [1999] and predicate within window of XQuery Full
Text. Similarly to the current approach, the words that are operands to the
proximity formulas will be indexed in the appropriate trie of the respective
WD(B), and the values of the proximity intervals will be stored at the PA(B).
At filtering time, the containment of the words of the proximity formula in the
incoming document will be checked using WD(B), and the proximity constraints
for each qualifying formula will be examined using an appropriate algorithm
similar to the one in Koubarakis et al. [2002].

4.2 Other Filtering Algorithms

To evaluate the performance of BestFitTrie, we have also implemented
algorithms BF, SWIN and PrefixTrie, which are modified versions of the
algorithms BF, Key and Tree developed for SIFT in Yan and Garcia-Molina
[1994b]. These modifications and extensions to the SIFT algorithms were
necessary for supporting our attribute-based data model and to efficiently
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Fig. 3. Pseudocode for filtering incoming documents.

cope with the proximity operator that exists in our query language. BF (Brute
Force) has no indexing strategy and scans the query database sequentially to
determine matching queries. The BF algorithm stores the full query in a linked
list using an appropriate representation that also facilitates the evaluation
of the proximity operations. At publication time the incoming document is
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matched against every single query in the list. The BF algorithm was mainly
implemented to serve as the baseline in the comparison.

SWIN (Single Word INdex) is an extension of algorithm Key of Yan and
Garcia-Molina [1994b]. It utilizes a two-level index for accessing queries in an
efficient way. A query of the form of Definition 3.9 is indexed by SWIN under all
its attributes A1, . . . , An, B1, . . . , Bm and also under n text values s1, . . . , sn and
m words selected randomly from wp1, . . . , wpm. SWIN utilizes an ET to index
equalities and an AD pointing to several WDs to index the atomic containment
queries. Queries of the form B � wp within a WD slot are stored in a linked list.

PrefixTrie is an extension of the algorithm Tree of Yan and Garcia-Molina
[1994b] appropriately modified to cope with attributes and proximity informa-
tion. This trie-based data structure was initially proposed based on the obser-
vation that users subscribing in the same area or topic, would probably use
similar words to describe their information need. This would likely result in
a large number of profiles with similar words. Using this observation, the au-
thors showed that tries are able to store queries more efficiently than lists (as
for example in SWIN). Tree was originally proposed for storing conjunctions of
keywords in secondary storage in the context of the SDI system SIFT. Following
Tree, PrefixTrie uses sequences of words sorted in lexicographic order for cap-
turing the words appearing in the word patterns of atomic formulas (instead of
sets used by BestFitTrie). This sorting of query words was a simple heuristic
utilized by the proposed algorithm of SIFT to increase the common prefixes
between submitted queries and enable the algorithm to store the queries more
compactly and retrieve them faster at filtering time. After sorting the queries,
a trie-based data structure was used to store the sorted sequences compactly
by exploiting their common prefixes [Yan and Garcia-Molina 1994b].

Algorithm BestFitTrie constitutes an improvement over PrefixTrie. Because
PrefixTrie examines only the prefixes of word sequences in lexicographic or-
der to identify common parts, it misses many opportunities for clustering (see
Figure 4). BestFitTrie keeps the main idea behind PrefixTrie but (a) handles
the words contained in a query as a set rather than as a sorted sequence and
(b) searches exhaustively the forest of tries to discover the best place to in-
troduce a new set of words. This allows BestFitTrie to achieve better cluster-
ing as shown by the example in Figures 4(a) and 4(b), where we can see that
BestFitTrie needs only one trie to store the set of words for the formulas of
Table I, whereas PrefixTrie introduces redundant nodes that are the result of
using a lexicographic order to identify common parts. This node redundancy
can be the cause of deceleration of the filtering process, as we will show in
Section 6. Additionally, variations of BestFitTrie (presented in Section 6.6),
also utilize the sorting heuristic to further improve query indexing by storing
the least frequent words towards the trie roots. This allows for pruning large
portions of the trie at filtering time, since these words are, most likely, not con-
tained in the incoming documents. Finally, all the trie-based algorithms use
heuristics to identify and cluster similar queries. These heuristics provide an
organization of queries that is dependent on the order of insertion of the queries
in the system. As we will show in Section 5, this causes the loss of clustering
opportunities, and algorithm ReTrie is proposed as a solution to this problem.
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Fig. 4. BestFitTrie vs. PrefixTrie for the atomic queries of Table I.

Notice that the common assumption among the trie-based algorithms
(PrefixTrie and BestFitTrie and all their variants) is the existence of many
queries that have similar words. This scenario is very realistic given that users
may share similar interests and have submitted their continuous queries to
a central server. Additionally, important scheduled events (e.g., football finals,
elections, etc.) or even unpredicted incidents (e.g., an earthquake or a terrorist
act) can also cause the submission of lots of similar queries, by users interested
to subscribe to the flow of information available for these events. These scenar-
ios make the case for the usage of the trie-based algorithms even stronger, since
they could relieve the system of a significant processing load by exploiting the
similarities between queries to provide fast filtering times.

5. REORGANIZATION OF QUERIES

Most of the algorithms presented earlier use heuristics to identify and cluster
similar queries, in order to achieve better performance during matching. These
heuristics provide an organization of queries that is dependent on the order of
insertion of the queries in the system. Taking BestFitTrie as an example, we
can notice that for a given set of user queries Q , and two different orderings
of these queries, the resulting clustering that is achieved is different. In other
words, if we consider the clustering problem as a search problem over the search
space of all possible query organizations, then BestFitTrie actually provides us
with a greedy heuristic that results in a possibly nonoptimal solution (but yet
a fairly good one, as we will see in Section 6). An alternative to organizing
the user queries in a heuristic fashion is to search over the space of all possible
organizations for the optimal one. This is obviously prohibitively expensive and
will not be considered further in this article.

There are two main questions when trying to design an algorithm for reor-
ganizing the database. The first question is what to reorganize and the second
is when this reorganization should take place. We will discuss our approaches
to address these two questions.
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Fig. 5. Query insertions and reorganization achieved by ReTrie.

The straightforward approach is to reorganize the database after a fixed
number of query insertions or at fixed time intervals. This approach has the
advantage of bringing the database in a “good shape” as often as we want, but
has the drawback of ignoring the clustering criteria, and invokes reorganization
even at cases where there might not be much need for it. In addition, periodic
reorganization imposes a significant load in the system since queries have to
be repositioned at given intervals. Another option is defining a criterion for the
quality of clustering and reorganize when the clustering quality drops. One can
design various different approaches for defining this criterion. For example, we
can consider the quality of clustering in correlation with the number of redun-
dant nodes in the forest. This approach exploits the fact that badly clustered
queries introduce more redundant nodes (to see this consider the number of
nodes in Figures 4(a) and (b), or Figures 5(c) and (d)). Another approach is
to quantify the clustering quality in terms of the percentage of underclustered
queries in the system. A third approach would be to use the fan-out of trie nodes
to measure the clustering achieved by each algorithm. Trying to minimize node
fan-out would then have an impact at document filtering time, as less branch-
ing would be required and a high number of sub-tries would be pruned. In all
approaches discussed above, an appropriate threshold can be used to trigger
the reorganization process. Finally, a simple, effective and widely used (in other
related cases) approach is to consider reorganization when the system is idle.
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This approach, apart from the obvious benefits of not overloading the system,
offers the advantage that the reconstruction of the database can be done incre-
mentally, which is useful if we want to exploit even small time intervals to do
the heavy work of reorganization.

In this article we chose to implement and evaluate two of the approaches
previously presented: a baseline approach that reorganizes the query database
at given intervals (i.e., after a fixed number of query insertions), and an ap-
proach that uses a clustering criterion to decide when to reorganize the query
database. Thus, we modify algorithm BestFitTrie to consider the reorganiza-
tion of the query database and the modified algorithms we propose will be called
Periodic and ReTrie respectively. Periodic is straightforward to implement and
will serve as the baseline algorithm. The second approach, called ReTrie, uses
the percentage of underclustered queries as the clustering quality metric that
triggers the reorganization process. To describe ReTrie, we will need the fol-
lowing definition.

Definition 5.1. Let s be a set of words indexed at trie node n of trie T .
The set of words s is considered underclustered iff ClusteRat(s, T ) < c, where
0 ≤ c ≤ 1 is a clustering threshold.

To keep track of the clustering ratio of each set of words s, ReTrie utilizes a
clustering array (CA) that contains an entry for every set of words inserted in
WD(B). Each CA entry contains a pointer to the position s is currently stored
at and a number representing ClusteRat(s, T ). When a new set of words s is
indexed at node n of trie T , the clustering ratio of s in CA is initialized using
the formula from Definition 4.3. Additionally, if Remainder(n) is expanded to
create new nodes, then the clustering ratios of the other sets of words stored
at n should be updated, since they now have more of their words clustered. If
Remainder(n) is not expanded, no other update is necessary to array CA.

Algorithm ReTrie, presented in Figure 6, repositions badly clustered sets of
words based on clustering quality metrics to achieve better query clustering.
All underclustered sets of words (identified by scanning CA) are candidates for
moving when the algorithm is executed. For each underclustered set of words
s with clustering ratio ClusterRat(s, T ), ReTrie searches the forest of tries of
WD(B) looking for all nodes that can store s. For each one of these positions,
ReTrie calculates the new clustering ratio for s and chooses the position that
results in the maximum clustering ratio, maxClu(s, T ′). s is moved to the new
position found only if ClusterRat(s, T ) < maxClu(s, T ′). Moving s to a new
position results in updates to array CA. The update procedure is the same as
the one described in the previous paragraph for query insertions.

ReTrie is able to improve the clustering of queries because not all queries
have the same clustering opportunities when entering the query index with
BestFitTrie. This can be explained as follows. When a new set of words s
corresponding to formula B � wp needs to be indexed, the clustering al-
gorithm looks for a trie in the forest of tries of WD(B) and a node in that
trie, such that ClusterRat(s, T ) is maximized. It is easy to see that the num-
ber of tries and the number of nodes in those tries affect the clustering op-
portunities of s: the higher the number of candidate positions to insert s,
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Fig. 6. Pseudocode for algorithm ReTrie.

the higher the possibility for the algorithm to cluster s effectively (i.e., in
a position with a higher ClusterRat(s, T )). This is shown by the example of
Figure 5. Consider a forest consisting of a single trie T currently indexing
three sets of words: s0 = {databases}, s1 = {databases, relational, neural}
and s2 = {databases, relational, artificial} (Figure 5(a)). When a set of words
s3 = {databases, index, compression} arrives, it is inserted in the only po-
sition available and is clustered only under one word (Figure 5(b)). Now
ClusterRat(s3, T ) = 0.33. Upon arrival of s4 = {index, compression}, a new trie
is created, since s4 cannot be indexed in the existing trie, so as to create a forest
of tries as the one shown in Figure 5(c). It is however obvious that there is a
better position to index s3 and this position is together with s4, as it is shown in
Figure 5(d) where ClusterRat(s3, T ) = 0.66. Notice that in the forest of tries of
WD(B) shown in Figure 5(c), words index and compression appear in two nodes
each (this redundancy in nodes is one of the factors that slow down filtering),
whereas after the reorganization of the forest (Figure 5(d)) there are no redun-
dant nodes for these words (i.e., they appear only once in the forest). Generally,
it is not possible to remove all redundant nodes in a forest (notice for example
the word database in this example), so our effort concentrates on minimizing
these nodes by reorganization.
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Table II. Some Characteristics of the NN Corpus

Description Value

Number of documents 10,426

Document vocabulary size 641,242

Maximum document size (words) 248,609

Minimum word size (letters) 1

Maximum word size (letters) 35

Table III. Some Attribute Characteristics of the Corpus Documents

Attribute Percentage of Documents

TITLE 63%

AUTHORS 58%

ABSTRACT 88%

BODY 86%

YEAR 63%

# of Attributes Percentage of Documents

1 7.9%

2 28.7%

3 2.4%

4 16.0%

5 45.0%

(a) (b)

6. EXPERIMENTAL EVALUATION

To carry out the experimental evaluation of the algorithms described in the
previous sections, we needed data to be used as incoming documents, as well
as user queries. It may not be difficult to collect data to use in the evaluation of
filtering algorithms for SDI scenarios. For the model AWP considered in this
article, there are various document sources that one could consider: metadata
for papers on various publisher Web sites (e.g., ACM or IEEE), electronic news-
paper articles, articles from news alerts on the Web3 etc. However, it is rather
difficult to find user queries except by obtaining proprietary data (e.g., from
CNN’s news alert system).

6.1 Dataset and Experimental Setup

For our experiments we chose to use two sets of documents. The first set is
composed of 10426 documents downloaded from ResearchIndex4 and originally
compiled in Dong [2002]. The documents are research papers in the area of
Neural Networks, and we will refer to them as the NN corpus.5 Table II sum-
marizes some key characteristics of the document corpus, where Tables III(a)
and III(b) give details on the fraction of documents that contain each attribute,
and on the fraction of documents that contain a specific number of attributes
respectively. This document set was chosen because it provides a focused setting
that allows us to exploit the common words between queries to achieve better
clustering. As also pointed out in Section 4.2, this scenario corresponds to users
that are interested in the same area and submit their continuous queries in a
central server that also publishes documents from this area. To assess the lim-
itations of our approach we have also conducted experiments with a wider and

3http://www.cnn.com/EMAIL
4http://www.researchindex.com
5We would like to thank Evangelos Milios and his group at Dalhousie University for providing us

the original Neural Network Corpus.
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more varied corpus consisting of documents that are web sites crawled from
the .gov domain (we will refer to this corpus as the .GOV corpus). All the ex-
periments shown in this section were carried out with both document corpora.
Since the NN corpus is closer to our assumptions about having a thematically
focused setting, Sections 6.2 to 6.7 describe the experiments carried out with
this corpus. The description of the .GOV corpus along with the most interesting
experiments is given in Section 6.8.

Because no database of queries was available to us, we developed a method-
ology for creating user queries using words and technical terms extracted au-
tomatically from the Research Index documents using the C-value/NC-value
approach of [Frantzi et al. 2000]. The extracted multiword technical terms are
used to create proximity formulas and also as conjunctions of keywords in user
queries. For the formulation of user queries, author names and words extracted
from paper abstracts are also used. The attribute universe for the experiments
presented in this section consists of attributes paper title, authors, abstract, and
body.

The basic concept for the query creation in our methodology is that of a unit.
Word patterns for atomic queries (i.e., queries of type C � wp) are created
as conjunctions of units selected uniformly from unit sets, whereas queries
are created as conjunctions of atomic queries with attributes selected from the
attribute universe with a probability pC. In our scenario four different types of
unit sets exist:

—Author unit set. This set contains the last names of authors appearing in the
full citation graph of ResearchIndex.6 Each author appears in the author unit
set as many times as the in-degree of the papers he has published. Thus the
probability P (α) of author α to appear in a query is P (α) = Nα/

∑
k∈Vα

Nk ,
where Nα is the number of papers in the citation graph that cite the work of
author α, and Vα is the author vocabulary obtained also by the full citation
graph.

—Proximity formulas unit set. This set contains proximity formulas created
using the extracted multiword terms. The technical terms with more than
five words were excluded since they were noise, and the set was produced
after applying upper and lower NC-value cut off thresholds for the remaining
terms. The proximity operators in this set contain distances according to the
number of words contained in each multiword term.

—Keywords from technical terms. This unit set contains keywords extracted
from technical terms. These keywords are used as conjuncts in the creation
of atomic queries.

—Nouns from abstracts. This set contains the nouns used in the corpus ab-
stracts after the cut-off of the most and least frequent words. The rationale
behind this is that abstracts are intended to be a comprehensive summary
of the publication content, thus nouns from abstracts are appropriate candi-
dates for use in queries.

6The citation graph contains information about the citations between research papers and was

compiled in Milios et al. [2003].
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Table IV. Parameters Varied in Experiments and Their Descriptions

Parameter Description

W average # of words per document

Wd average # of distinct words per document

N # of queries in database

D # of incoming documents

m percentage of stored queries matching the incoming documents

c clustering threshold

An example of a user query created synthetically from the methodology
briefly sketched above is:

( AUTHOR � Riedel) ∧ ( TITLE � implementation ∧ (RBF ≺[0,3] networks)).

For more details of the methodology the interested reader can refer to
Tryfonopoulos and Koubarakis [2002]. As a byproduct of our work on this topic,
we have a new corpus of documents and continuous queries which is represen-
tative of digital library scenarios, and can also be used by other researchers in
the area of information filtering.

All the algorithms were implemented in C/C++, and the experiments were
run on a PC, with a Pentium III 1.7GHz processor, with 1GB RAM, running
Linux. Time shown in the graphs is wall-clock time and the results of each ex-
periment are averaged over 10 runs to eliminate any fluctuations in the time
measurements. Table IV summarizes the parameters examined in our experi-
mental evaluation.

6.2 Varying the Database Size

The first experiment that we conducted to evaluate our algorithms targeted the
performance of the four algorithms under different sizes of the query database.
In this experiment we randomly selected one hundred documents from the NN
corpus and used them as incoming documents in query databases of different
sizes. The size and the matching percentage for each document used was dif-
ferent but the average document size was 6869 words, whereas on average 1%
of the queries stored matched the incoming documents.

As we can see in Figure 7, the time taken by each algorithm grows linearly
with the size of the query database. However SWIN, PrefixTrie and BestFitTrie
are less sensitive than Brute Force to changes in the query database size. The
trie-based algorithms outperform SWIN mainly due to the clustering technique
that allows the exclusion of more non-matching atomic queries at filtering time.
We can also observe that the better exploitation of the commonalities between
queries improves the performance of BestFitTrie over PrefixTrie, resulting in a
speedup in filtering time for large query databases. Additionally, Figure 8 con-
trasts the algorithms in terms of throughput where we can see that BestFitTrie
gives the best filtering performance managing to process a load of about 150KB
per second for a query database of 3 million queries.

In terms of memory requirements, BF needs about 50% less space than
the trie-based algorithms, due to the simple data structure that poses small

ACM Transactions on Information Systems, Vol. 27, No. 2, Article 10, Publication date: February 2009.



Information Filtering and Query Indexing for an Information Retrieval Model • 10:27

Fig. 7. Effect of the query database size in filtering time.

Fig. 8. Performance in terms of throughput for the algorithms of Section 4.

memory requirements. Additionally the rate of increase for the two trie-based
algorithms is similar to that of BF, requiring a fixed amount of extra space each
time. Figure 9 shows the memory requirements of the trie-based algorithms in
comparison to the BF and SWIN approaches. From the experiments above, it is
clear that BestFitTrie speeds up the filtering process with a small extra storage
cost, and proves faster than the rest of the algorithms, managing to filter as
much as 3 million queries in less the 200 milliseconds, which is about 1000%
times faster than the sequential scan method and 20% faster than PrefixTrie.
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Fig. 9. Memory requirements for the trie-based algorithms.

6.3 Varying the Matching Percentage

In this experiment we wanted to observe the sensitivity of each algorithm when
the number of queries that matched incoming documents varies. To do this, we
used five document sets, S1 to S5, that contained about the same number of dis-
tinct words and the same attributes, but the number of queries that matched
each document set was different. Document set S1 was used as the baseline and
the % increase in filtering time for the rest of the document sets was calculated
in relation to set S1. Notice that given the way the algorithms are designed,
the important parameter of a document is the number of distinct words con-
tained, rather than its size. This happens because the probing of the query
index uses the distinct words contained in the attribute text. Practically, the
increase in the number of distinct words increases the probability of a specific
word contained in a query, to be also contained in the incoming document. This
in turn increases the number of queries with proximity formulas that need to be
evaluated,7 which is a time-consuming process. The size of the document is of
smaller importance, since it only increases the number of positions of a specific
word in the document, and thus the number of checks at proximity evaluation
time. However due to the algorithm presented in Koubarakis et al. [2002], the
majority of the positions of a specific word in a document can be excluded from
the proximity evaluation.

Figure 10 shows the percent increase in matching time with respect to the
baseline document set S1, against the percentage of matching queries for all al-
gorithms, for document sets that match from 2% to 22% of the indexed queries.
All document sets contained three or four (attribute, value) pairs, and the query
database contained 3 million queries. Apart from BF, which showed an overall

7Remember that the evaluation of an atomic query is done in two phases; the existence

of keywords is checked first and the evaluation of the proximity formulas follows.

ACM Transactions on Information Systems, Vol. 27, No. 2, Article 10, Publication date: February 2009.



Information Filtering and Query Indexing for an Information Retrieval Model • 10:29

Fig. 10. % increase in filtering time against the % increase in the number of matching queries.

97% increase in the matching time, BestFitTrie appears to be the most sen-
sitive to the increase in the matching percentage (showing an overall of 19%
increase in filtering time), in contrast to PrefixTrie and SWIN, which appear
to be less affected (with 13% and 9% increase respectively). This can be ex-
plained as follows. The trie structure of PrefixTrie and BestFitTrie forces them
to explore a big number of child nodes when a word node appears in a docu-
ment, in contrast to SWIN that searches in either case all the nodes that are
hashed under a specific word. This means that in higher matching percentages,
the trie-based algorithms loose some of the advantages offered by their sophis-
ticated data structures and show greater sensitivity to the matching degree.
However the trie-based algorithms are still faster, with BestFitTrie being the
faster algorithm of all four despite the high increase (the filtering time for the
algorithms was 771 msecs for SWIN, 322 msecs for PrefixTrie and 293 msecs
for BestFitTrie for set S5).

6.4 Varying the Document Size

The purpose of this experiment is to observe the behavior of the various al-
gorithms with respect to the incoming document’s size. This time four sets of
documents (S1 to S4), with sizes varying from about 7K words (1115 distinct
words) to 148K words (2304 distinct words), were chosen. These documents
had about the same number of queries matching them to allow for comparisons
with respect to document size in the performance of the four algorithms. Perfor-
mance differences are shown in Figure 11 and are below 5% in matching time
for SWIN, PrefixTrie, and BestFitTrie, whereas BF showed an increase of about
50%. The insensitivity of SWIN, PrefixTrie, and BestFitTrie in the document
size is mainly due to the hash representation of the document and the way the
matching process is carried out. During the matching process, we actually con-
sider only the distinct words of the document (that are obviously less than the
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Fig. 11. Increase in filtering time when document size grows.

document itself for large documents), and check the existence of a word in the
document using a hash function, which provides fast answer times. Moreover
the proximity evaluation is not greatly affected from the large number of word
positions inside a document due to the well-designed proximity evaluation al-
gorithm of Koubarakis et al. [2002] that allows the omission of a large number
of word positions in a document.

Since in an SDI scenario one may not always have to deal with large doc-
uments (for example, if AWP is used for describing metadata about research
papers), we carried out experiments with documents of smaller size (see also
our evaluation with a different corpus of smaller documents in Section 6.8).
Experiments with documents of mean size of 551 words, show that BestFitTrie
performs even better in terms of filtering time, being 1.75 times faster that
PrefixTrie and about 86 times faster that BF (as opposed to 1.2 and about 10
times faster respectively for documents of mean size 6869 words).

6.5 Updating the Query Database

In this experiment we investigated the update time for the four different al-
gorithms. To measure the average time needed to insert a single query in the
database, we worked as follows. Starting with the empty database, we mea-
sured the total time needed to populate it with 500K queries, and proceeded in
a similar way by adding batches of 500K queries in our database and measur-
ing the total insertion time per batch. Subsequently the average insertion time
per query for a given batch of queries can be found simply by dividing the total
time measured with the population of the batch to produce a single point in the
graph of Figure 12.

It should be clear that for BF and SWIN the query insertion time will be
constant on average, since BF does a simple insertion at the end of a list, while
SWIN utilizes a hash table and inserts each atomic query in the beginning of
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Fig. 12. Query insertion time for different query database sizes.

the list pointed to by the hash table slot. For the trie-based algorithms the query
insertion is a more complex process that involves the examination of lists at
every level of the trie. While PrefixTrie examines only a single path in a single
trie of the forest, BestFitTrie needs to examine several paths in the trie and
also several tries (in the usual case as many tries as the number of words in a
query). Our remarks are verified by the graph in Figure 12, which shows the
average insertion time in milliseconds for a query q for a given database size.
In this figure we can see that BestFitTrie needs about 20% more time than
PrefixTrie to insert a query in a database with 2.5 million queries. This is a
standard tradeoff where the algorithm spends some extra time at indexing to
save it at query execution.

6.6 Incorporating Ranking Information

To examine the performance of the two trie-based algorithms (namely
PrefixTrie and BestFitTrie), we modified them in order to take into account
information about the frequency of occurrence of words in documents. We use
the document frequency of a word wi (denoted by dfi), which represents the
number of documents in a collection that contain wi, to identify the frequent
and infrequent words among the documents. In an SDI scenario where no doc-
ument collection is available, we can compute dfi on the collection of recently
processed documents [Yan and Garcia-Molina 1999] (say k most recent docu-
ments arrived, where k is large enough). Using this information, we created
variations of the trie-based algorithms that use different heuristics for storing
user queries in tries.

The rank heuristic stores the most frequent words among the documents
(that is the words with the highest df ) near the roots of the tries, while the
less frequent words (that is the words with the lowest df ) are pushed deeper in
them resulting in relatively few big and “wide” tries (since their roots will exist
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in more queries). The algorithms using the rank heuristic are PrefixTrie-rank
and BestFitTrie-rank.

Contrary to rank, the inverse rank heuristic (irank) [Yan and Garcia-Molina
1999] stores the least frequent words of the queries near the roots of the tries,
while the frequent ones are pushed deeper in the tries, resulting in many narrow
tries. Thus more queries are put in subtrees of words occurring less frequently,
resulting in less lookups during filtering time. The algorithms using the irank
heuristic are PrefixTrie-irank and BestFitTrie-irank.

The probability that any word wi appears in an incoming document d is
defined to follow probability distribution D(wi), where 0 ≤ D(wi) ≤ 1. The
number of nodes N that will be examined within each trie depends on the
clustering heuristic and is equal to

N = D(w1)N1 + D(w2)N2 + · · · + D(w|V |)N|V |, (1)

where Ni is the number of nodes in the trie that have word wi as root node, and
|V | is the size of our vocabulary. The sum

N1 + N2 + · · · + N|V | (2)

is positive and it is always less than or equal to the number of words in the
query database.

From Equations (1) and (2) we can see that the number N of nodes exam-
ined is minimized if we assign more words to WD slots pointing to words (trie
roots) with smaller probability to appear in a document. Based on the above
observation, we created a modification of BestFitTrie, called LCWTrie (Least
Common Word Trie) by limiting BestFitTrie to consider only one candidate trie
during insertion: the one that has the least frequent word of the atomic query
as root. In this way, the atomic query can only be inserted in that trie (or that
trie will be created if it does not exist), while the remainder of the words of the
atomic query will be organized following the insertion algorithm of BestFitTrie
(this will give us the best organization considering only this trie instead of the
whole forest).

In Figure 13 we present the performance of PrefixTrie and BestFitTrie and
their ranking variations. We can see that using the rank heuristic the perfor-
mance of both algorithms deteriorates, due to the creation of large tries that
need bigger exploration time. We can also observe that the irank heuristic im-
proves the performance of both trie-based algorithms, with the greater effect
shown on PrefixTrie that becomes faster than BestFitTrie-irank. This improve-
ment in performance for both algorithms was expected as shown earlier in this
section.

Figure 14 presents the performance of the three faster algorithms, namely
PrefixTrie-irank, BestFitTrie-irank and LCWTrie. BestFitTrie-irank priori-
tizes clustering over frequency information by examining all candidate tries
and choosing the one that has the most common words. Word frequency in-
formation plays a secondary role, allowing the algorithm to choose between
tries with the same common words the trie that has the highest ranked word
as a root. On the other hand, PrefixTrie-irank and LCWTrie are designed to
show a preference in frequency information against clustering. Both algorithms
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Fig. 13. Incorporating word frequency information into the trie-based algorithms, and its effect

in filtering time.

Fig. 14. Performance of LCWTrie in comparison to the two faster filtering algorithms.

examine exactly one candidate trie, that with the least frequent word as root.
Additionally, LCWTrie organizes the query within that trie in the best possible
way, taking into account common words between the queries already stored. In
contrast, PrefixTrie-irank does not take clustering into account. Consequently,
it stores the query according to frequency information only, that is the word
with the lowest rank goes deeper in the trie.
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Fig. 15. Memory requirements of ranking variations of BestFitTrie and PrefixTrie.

Our observations about the significance of frequency information pre-
sented in the beginning of the section are verified. From the experiments of
Figure 14, we see that LCWTrie performs similarly with PrefixTrie-irank, al-
though it presents a slight advantage for large query databases, due to the
clustering within the trie. Additionally, both algorithms outperform BestFitTrie
that owes its performance mainly to clustering, giving little consideration to fre-
quency information. Figure 15 shows the memory requirements of the different
algorithms for varying database sizes. The improvement in clustering using the
heuristics discussed here is obvious. All algorithms that exploit frequency in-
formation need less space to store the same number of queries compared to
PrefixTrie. This difference in storage requirements comes from the existence of
less redundant nodes.

6.7 Reorganization of Queries

In the experiments described in this section, we ran the algorithm BestFitTrie
against the reorganization algorithms Periodic and ReTrie.8 Notice that the
ranking counterparts of BestFitTrie presented earlier (namely BestFitTrie-
rank and -irank) are not suitable for comparing with our reorganization al-
gorithms, because of the non flexible way of clustering they use. The rank and
irank heuristic do not allow for many alternatives to cluster a set of words,
resulting in the inapplicability of the ReTrie algorithm. For the same rea-
sons, ReTrie cannot be used in conjunction with PrefixTrie. Thus, in this sec-
tion we study the effect of our reorganization strategies to the performance of
the algorithms at filtering time by comparing algorithms ReTrie, Periodic and
BestFitTrie.

8We remind the reader that Periodic and ReTrie, use BestFitTrie as their filtering component.
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Fig. 16. Filtering time for different clustering thresholds.

6.7.1 Varying the Clustering Threshold. In this experiment we wanted to
determine a baseline value for the clustering threshold c to be used in the
evaluation of ReTrie. To do so, we populated the query database db with 2.5
million queries and invoked ReTrie with different reorganization thresholds
ranging from 0 to 0.6 with an increase step of 0.1. For each reorganization
threshold, a different reorganized database db′ was created, since different sets
of words were chosen to be moved. Then, we randomly selected one hundred
documents from the NN corpus as incoming documents to be matched against
each one of the different databases. The average filtering time for each one of
the different clustering thresholds is shown in Figure 16. We observe that after
a threshold value of around 0.4, the filtering time shows a slight increase. As we
move to even higher values of c, the increase in filtering time is even sharper.
This can be explained as follows. At high values of c, sets of words with a high
clustering ratio are also moved. These sets usually contain words that are often
in user queries, and thus create subtries that store a large number of such sets.
Moving highly clustered queries results in the perturbation of large tries that
need to recluster, probably in a position with a lower clustering ratio. In this
way, by moving some already highly clustered queries to an even better position,
we disturb the clustering of many other queries that subsequently cluster at a
position with lower clustering ratio. Based on the results shown in Figure 16, we
chose 0.4 as the clustering threshold to be used in the subsequent experiments.

6.7.2 The Effect of Reorganization. The second experiment targets the ef-
fect of the two reorganization strategies we have implemented and compares
their performance against BestFitTrie. In this experiment we populated the
query database db with different numbers of queries (ranging from 500K
to 3M). We then used algorithms Periodic (with a reorganization period of
10K query insertions) and ReTrie (with clustering thresholds 0.4 and 0.6) to
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Fig. 17. Performance of algorithm ReTrie for different clustering thresholds and sets of documents.

reorganize the queries stored in the database db. Subsequently, we chose two
document sets and used them as incoming documents to test the efficiency of
the BestFitTrie against the reorganization algorithms Periodic an ReTrie for
databases of different size.

The two different sets of documents we used, namely S1 and S2, were chosen
from the NN corpus and contained one hundred documents each. Set S1 was cho-
sen so as to contain many words that are also contained in the under-clustered
queries that algorithm ReTrie has chosen to move. This set is used to
demonstrate the performance gain of algorithm ReTrie at times where similar
documents arrive at high rates, for example, imagine a scenario where the above
algorithms are used in a news alert system and a sudden crisis occurs (e.g.,
an earthquake or terrorist act). Set S2 is a randomly chosen set of documents
from the NN corpus. This set is used to demonstrate the performance of the
algorithm in the standard setting used to conduct the rest of the experiments.

Figure 17 shows the performance of ReTrie for two clustering thresholds
(c = 0.4 and c = 0.6) in comparison with BestFitTrie and Periodic de-
scribed above. Initially one can observe that the results of the experiments in
Section 6.7.1 and also our choice of 0.4 as a value for c are verified. The filtering
performance of algorithm ReTrie for c = 0.6 is worse not only from its coun-
terpart with c = 0.4, but also from algorithm BestFitTrie. The reasons for this
are explained in the previous section. The performance of the algorithms is also
affected by the document set used as publications. We can see that ReTrie is
better than BestFitTrie in cases where many similar documents get published
during a short time interval, whereas the gain in filtering performance is small
when a random document set is used. This can be explained as follows. In the
case of random documents the improvement in clustering that is achieved by
ReTrie is not exploited since not many of the reclustered subtries are used,
due to the statistical properties of the document set (many diverse subjects,
larger vocabulary, etc.). On the other hand, in the case of similar documents, the
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clustering improvement leads to a performance benefit since the optimized sub-
tries are used more often and lookups in OT(d ) are reduced. In general, from
the set of experiments we conducted with document sets of different statistical
properties, we observed improvements in filtering performance ranging from
2% to 18% for clustering thresholds ranging from 0.1 to 0.4 respectively. The
time needed to reposition an underclustered set of words was similar to the
update time shown in the experiments of Section 6.5.

Algorithm Periodic is marginally faster than ReTrie for both document sets.
This is attributed to the periodic reorganization of the query database that
better exploits the clustering opportunities. The more frequent these database
reorganizations are, the higher the clustering achieved and the shorter the
filtering time. In the runs shown in Figure 17, the Periodic algorithm was ex-
ecuted every 10K query insertions. This marginal benefit (compared to the
performance of ReTrie with c = 0.4) comes at the cost of extra computational
effort imposed to the system. The table of Figure 17 compares the algorithms
in terms of computational effort to reorganize the query database. There, for
each algorithm, we measure the total time over all reorganizations needed to
move the queries to a better position. Contrary to ReTrie that chooses to reorga-
nize the database based on a clustering quality metric, Periodic is more active
and thus more computationally demanding, showing the tradeoff between the
two approaches. Notice that Periodic is less than 4% faster at filtering time (as
shown in the graph of Figure 17), while needing as much as 7 times more time
to reorganize the query database.

6.7.3 Memory Requirements. ReTrie needs about 22MB more memory
than the rest of the trie-based algorithms for a database of 3M queries (see
also Figure 9), due to the size of CA. This amount, although small compared
with today’s main memory capacities, is about one third of the total memory
requirements for the rest of the trie-based algorithms. This increase in mem-
ory usage is the cost for the faster database reorganization and filtering times
achieved by ReTrie. Therefore, the developer of an information filtering system
can choose between ReTrie or Periodic depending on resource availability and
which resource he wishes to optimize.

6.8 Performance with a Different Document Corpus

To assess the performance of the algorithms in a dataset that is wider and not
thematically focused, we repeated all the experiments presented in the previ-
ous sections with the .GOV corpus. The documents in this corpus are Web sites
crawled from the .gov domain in early 2002. The corpus contains around 1.25M
documents with an average document length of 974 words. Table V summarizes
some key characteristics of the corpus. Since no continuous queries were avail-
able for this document corpus, we used the methodology described in Section
6.1 to construct the query database. The experiments with the .GOV corpus
were conducted using the same machinery as before, to enable the comparison
across the different settings. In this section we summarize our observations
from the experimentation with this corpus and present the most interesting
graphs that show the performance of the algorithms under this new setting.

ACM Transactions on Information Systems, Vol. 27, No. 2, Article 10, Publication date: February 2009.



10:38 • C. Tryfonopoulos et al.

Table V. Some Characteristics of the .GOV Corpus

Description Value

Number of documents 1,247,753

Document vocabulary size 9,946,052

Maximum document size (words) 26,789

Minimum word size (letters) 1

Maximum word size (letters) 42

The main assumption behind the clustering algorithms, is that the submit-
ted queries will present commonalities among the words they contain. These
commonalities are then exploited by the trie-based algorithms to allow clus-
tering of queries under their identifying subsets. The NN corpus used in the
previous experiments, was a focused dataset that contained documents about
the same topic (i.e., neural networks). This focus was naturally depicted in the
constructed queries, since they contained a lot of common words among them.
This offered a lot of clustering opportunities to the trie-based algorithms, and
showed their advantages and disadvantages in such a setting. Contrary to the
NN corpus of focused scientific papers, the .GOV corpus is comprised of docu-
ments crawled from the web with a wide variety of topics and thus a wider and
less focused vocabulary. This resulted in the construction of queries that did
not have a lot of common words among them, thus restricting the clustering op-
portunities of the trie-based algorithms. This diversity in topics (ranging from
security announcements and court decisions, to governmental laws and pages
with how-to instructions for governmental employees), vocabulary and corpus
size were the reasons for the selection of this corpus, which was meant to be a
stress test for the filtering performance of the proposed algorithms. To compare
the two corpora in terms of some quantitative characteristics one should refer
to Tables II and V.

Figure 18 shows the performance of the algorithms BF, SWIN, PrefixTrie
and BestFitTrie under different sizes of the query database. In this experiment
we randomly selected one hundred documents from the .GOV corpus and used
them as incoming documents in query databases of different sizes. The details of
the setting are summarized in the table of Figure 18. Similarly to the NN corpus
(Figure 7), the filtering time of all algorithms is linear to the database size, with
the trie-based algorithms being faster than BF and SWIN. Notice that, in this
setting, BestFitTrie is marginally better that PrefixTrie, even for large query
databases. This can be explained as follows. Due to the lack of focus in the
document corpus, and thus its large vocabulary, the constructed queries do not
have many words in common. This results in less clustering opportunities for
the queries, and thus in similar clustering performance for both PrefixTrie and
BestFitTrie. Finally notice that since the average document size in the .GOV
corpus is smaller compared to the NN corpus, the algorithms need less filtering
time per incoming document (compare the filtering times shown in Figure 18
with those of Figure 7).

Figure 19 presents the throughput of the different algorithms with respect
to the total input size. As we can observe, for small query databases the trie-
based algorithms achieve high throughput, which is naturally reduced as the
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Fig. 18. Effect of the query database size in filtering time.

Fig. 19. Performance in terms of throughput for the algorithms of Section 4.

query database size increases. Additionally, for small query databases algo-
rithm PrefixTrie achieves higher throughput than BestFitTrie, while as the
database grows, BestFitTrie manages to exploit the opportunities for better
query clustering and improves over PrefixTrie, managing to achieve higher
throughput. Finally, in terms of memory consumption, our experiments with
the .GOV corpus showed that the behavior of all algorithms is similar to that ob-
served with the NN corpus, with the trie-based algorithms needing a constant
amount of extra space for their index structures compared to BF and SWIN.
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Fig. 20. Incorporating word frequency information into the trie-based algorithms, and its effect

in filtering time.

Figure 20 presents the filtering performance of the trie-based algorithms to-
gether with their ranking variations and LCWTrie for the .GOV corpus runs.
Again, for the reasons explained in detail in Section 6.6, using the rank heuristic
causes the filtering performance of both PrefixTrie and BestFitTrie to deteri-
orate. Similarly, using the irank heuristic improves the performance of both
trie-based algorithms as expected, since larger parts of the tries can be pruned
at filtering time. Notice that both PrefixTrie-irank and BestFitTrie-irank per-
form similarly in this set of experiments. This can be explained as follows.
Since the vocabulary used to construct the queries is large and varied, queries
do not present many clustering opportunities, since they do not contain many
words in common. This lack of clustering opportunities causes the two irank
variants of the trie-based algorithms to perform similarly, since the margin
for BestFitTrie-irank to further improve the clustering achieved by PrefixTrie-
irank is very small. Finally, notice that LCWTrie is the fastest of all ranked
alternatives, contrary to the NN corpus runs where it was only marginally
better (see Figure 14). This difference in the performance of LCWTrie is at-
tributed again to the lack of clustering opportunities for the indexed queries.
Since not many queries share the same words, clustering cannot achieve a big
improvement at filtering time. This gap is filled by LCWTrie, which exploits
the frequency information available and indexes the queries in the trie that
has as root the least frequent word in the query. This indexing scheme helps in
pruning a big number of tries, thus speeding up the filtering process.

To study the effect of our reorganization strategy we compared algorithm
ReTrie with algorithms Periodic and BestFitTrie. This set of experiments was
set up similarly to the one described in Section 6.7.2. We chose two sets of
documents from the .GOV corpus, containing one hundred documents each.
Set S1 was chosen so as to contain many words that are also contained in the
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Fig. 21. Performance of algorithm ReTrie for different clustering thresholds and sets of documents.

under-clustered queries, where set S2 consisted of randomly chosen documents
from the .GOV corpus. The first set intended to demonstrate the performance
gain of ReTrie in settings where similar documents arrive at high rates, whereas
the second set was representative of the standard setting used in the rest of the
experiments.

Figure 21 shows the performance of the filtering algorithms for different
database sizes, and for the two documents sets described above. Notice that for
both document sets the Periodic algorithm is the fastest. This was expected,
since this periodic query reorganization exploits well all clustering opportuni-
ties and manages to organize similar queries together. However, this comes at
a high computational cost, since the complete query database is reorganized
every 10K query insertions (for the experiments conducted here algorithm Pe-
riodic reorganized the query database 300 times). On the other hand, algorithm
ReTrie is slightly slower than Periodic, but manages to achieve fast filter-
ing times by resorting on the clustering quality metrics defined in Section 5
and avoiding expensive periodic database reorganizations (see the table of
Figure 21). The computational cost for Periodic comes from the frequent re-
organization of the database, contrary to ReTrie that chooses to reorganize
only those queries that are not sufficiently clustered. Finally, notice that the
difference in the filtering performance of Periodic and ReTrie is higher for docu-
ment set S1. This was expected, since the incoming documents where chosen to
contain many words from the underclustered queries. Thus, achieving a better
indexing for these queries is expected to improve the filtering performance of
Periodic over ReTrie. Similarly, on set S2, which is chosen to fit our standard
document setting, the difference between the two algorithms is smaller.

6.9 Summary of Results

The experiments conducted in this section demonstrate the strengths and weak-
nesses of all algorithms. When no frequency information of word occurrences
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in documents is available, BestFitTrie performs as much as 20% faster than
prior work in the literature (achieving also a higher throughput rate). Addition-
ally, BestFitTrie remains relatively unaffected to the increase in document size,
compared to the rest of the algorithms. This improvement comes at the cost of a
small constant increase in storage cost compared to brute force approach, and
a small increase in query insertion time, which is a standard tradeoff in such
a setting. Additionally BestFitTrie presents a sensitivity in the increase of the
matching percentage, compared to the rest of the algorithms, but experiments
show that it remains faster despite this increase.

When word frequency information is available, variations of the original
algorithms (namely BestFitTrie-irank and PrefixTrie-irank) are reported to
perform faster. A new algorithm introduced, called LCWTrie, performs slightly
better that the previous algorithms, with no extra storage cost associated. When
utilizing a wider and more varied corpus that does not contain many similar
queries, then LCWTrie performs even better by exploiting the word frequency
information. Finally, algorithm ReTrie extends the proposed algorithms by re-
sorting in a clustering quality metric, and reorganizing the query database
when this metric drops below a threshold. While the rest of the algorithms
give a greedy, static solution to the problem of query database organization,
ReTrie considers the reorganization of the database to achieve better perfor-
mance at filtering time. Experiments show that the parameters regulating this
reorganization process (e.g., the clustering threshold) should be carefully tuned
and tailored to the needs of the specific scenario. Should this be done, further
improvements of around 15% compared to BestFitTrie are reported.

7. CONCLUSIONS AND OUTLOOK

In the last years, main memory has become competitive in price with the disk
storage of a few years ago. Multi-gigabyte main memories have become easily
affordable and expandable, allowing applications with as much as 1 or 2 GB of
data in main memory to be built with relatively inexpensive systems. In this
work we have presented efficient main-memory algorithms suitable for large
scale information filtering with queries supporting Boolean and proximity op-
erations on attribute values. Indexing millions of users queries requires only a
few hundred megabytes, allowing us to store up to twenty to thirty million user
queries on a single off-the-shelf machine. Additionally, extensive experimental
evaluation shows that our algorithms are able to filter incoming documents
up to 20% faster compared to known alternatives in the literature. In scenarios
where word frequency information can be collected, variations of the original al-
gorithm can exploit it to speed up filtering. Finally, since all proposed algorithms
utilize a heuristic solution to query clustering, variations that reorganizes the
query database when query clustering degrades has been proposed.

In the future, we plan to extend our work on the problem of reorganizing
the query database to identify alternative criteria that will reflect the clus-
tering quality achieved and trigger the reorganization process. Additionally,
we would like to use the lessons learned in this work to extend our approach
to richer data models and more expressive query languages. Our goal is to
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look into information filtering with data models based on XML and queries
based on XQuery/XPath with IR features (phrases, word proximity, similarity
etc.) [Amer-Yahia et al. 2004; Chinenyanga and Kushmerick 2001; Fuhr and
Großjohann 2004; Theobald and Weikum 2000].
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