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**ABSTRACT**

Approximating series of timestamped data points using a sequence of line segments with a maximum error guarantee is a fundamental data compression problem, termed as piecewise linear approximation (PLA). Due to the increasing need to analyze massive collections of time-series data in diverse domains, the problem has recently received significant attention, and recent PLA algorithms that have emerged do help us handle the overwhelming amount of information, at the cost of some precision loss. More specifically, these algorithms entail a trade-off between the maximum precision loss and the space savings achieved. However, advances in the area of lossless compression are undercutting the offerings of PLA techniques in real datasets. In this work, we propose Sim-Piece, a novel lossy compression algorithm for time-series data that optimizes the space requirements of representing PLA line segments, by finding the minimum number of groups we can organize these segments into, to represent them jointly. Our experimental evaluation demonstrates that our approach readily outperforms competing techniques, attaining compression ratios with more than twofold improvement on average over what PLA algorithms can offer. This allows for providing significantly higher accuracy with equivalent space requirements. Moreover, our algorithm, due to the simplicity of its merging phase, imposes little overhead while compacting the PLA description, offering a significantly improved trade-off between space and running time. The aforementioned benefits of our approach significantly improve the efficiency in which we can store time-series data, while allowing a tight maximum error in the representation of their values.
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1 INTRODUCTION

Contemporary applications generate massive amounts of streaming data, often depicted as series of timestamped records. In many cases, storing the data is quite challenging due to their volume, and applying compression techniques as a means to reduce the respective storage requirements is deemed necessary. Depending on the problem at hand, one could use either lossless or lossy compression techniques. The former reduce the size of data without loss of information, whereas the latter aim for larger space savings while tolerating a bounded maximum error.

Piecewise linear approximation (PLA) is a fundamental data compression problem dating back to the 1960s [3], commonly used to approximate time-series data. PLA algorithms represent time-series measurements using a sequence of line segments, while keeping the approximation error within a predetermined acceptable threshold. Clearly, these algorithms are associated with a trade-off between space efficiency and precision loss, i.e., the space savings grow with the value of the error threshold.

PLA techniques have been shown to efficiently support the storage of voluminous historical time-series data while also addressing...
many data analytics tasks, such as detecting seasonality and forecasting without sacrificing effectiveness [32]. Depending on the selected maximum error tolerance, PLA methods can drastically reduce the size of time-series data achieving compression ratio values that are far beyond the capabilities of state-of-the-art lossless compression algorithms. In many applications however, there is a certain amount of imprecision in the collected data. For instance, sensor temperature measurements often have a 0.1 to 0.5 degree accuracy. For such applications, we may want to use a tight error threshold with respect to the range of values in order to reduce data size without sacrificing fidelity. Unfortunately, the merits of PLA approaches are not evident in such a scenario and lossless compression techniques may provide larger space savings.

Figure 1 illustrates the compression ratio of four PLA approaches with two error thresholds, $\epsilon$, a modest one equal to 5%, and a strict one equal to 0.5%, of the signal’s range (defined as the difference between its maximum and minimum value). Additionally, Figure 1 shows the space requirements of Chimp [21], the state-of-the-art approach for streaming lossless compression, and ZStandard [1], a general purpose compression algorithm targeting real-time scenarios. As we see, for the smallest value of $\epsilon$ (0.05%) the space requirements of the two lossless approaches are comparable or even smaller than those of the PLA approaches.

In this paper we propose Sim-Piece that seeks to exploit similarities among PLA-produced line segments. As we see in Figure 1, Sim-Piece greatly extends the space-saving of lossy approximations for the same error bounds. Moreover, Sim-Piece comes up with lossy compressed representations that provide impressive space savings, even in cases where the acceptable error threshold is very small. When considering a line segment, Sim-Piece fixes its starting point to a quantized value that is within $\epsilon$ of the original value. Then, we add subsequent data points to the segment by maintaining a pair of slopes, i.e., the extreme upper and lower slopes that satisfy the required approximation guarantees, until a point falls out of the area between them. As any of the lines between the two slopes can approximate the data points of the segment, we can find groups of segments with intersecting sets of candidate lines and represent them jointly, to reduce the overall space requirements. The latter process is illustrated in Figure 2. Sim-Piece computes the optimal solution to this problem, coming up with the minimum possible number of groups to induce impressive compression ratios.

The performance gains we achieve over a set of several real-world datasets are evident, regardless of whether we seek to maximize the space savings or to achieve high accuracy by setting a large or small value of $\epsilon$, respectively. More specifically, we show that our improvement over the best known PLA approaches in terms of space requirements [10, 24, 28], is consistent as $\epsilon$ grows, for values of $\epsilon$ that reach 30% of the dataset’s range of values. In cases where accuracy is more important, we show that we achieve equivalent compression ratio with the second best approach while setting $\epsilon$ below 37% of the threshold that this approach uses on average. This is particularly important as the space requirements of earlier approaches were no longer competitive with lossless compression for small values of $\epsilon$ [21]. Finally, we investigate the execution time of Sim-Piece against previous approaches and show that we outperform competitive approaches in terms of speed as well, being on average 55× and 6× faster than the second and third best approaches with regard to space efficiency, respectively. In fact, the running time of Sim-Piece is comparable to that of Swing algorithm [10], which however offers very modest space savings.

We summarize here the key contributions of our proposed compression algorithm. In particular, we:

- propose Sim-Piece, a novel lossy compression algorithm that significantly reduces the space requirements of PLA approximations by identifying similar segments and merging their descriptions. Our space gains allow for significantly increasing the accuracy we can obtain, while offering better compression ratio than lossless approaches.
- show that our solution is optimal in terms of always finding the minimum number of groups of segments that can be represented jointly.
- demonstrate that by operating on independent groups of PLA segments, Sim-Piece is very efficient in terms of its running time.
- achieve better space-efficiency than what earlier approaches can offer even when combined with general purpose compression. Moreover, compressing the results of Sim-Piece allows for providing even more impressive space savings.

2 PRELIMINARIES

Let us now outline the background that will be needed in order to follow and understand our approach.

2.1 PLA methods with Error Threshold $\epsilon$

PLA techniques read as input a potentially infinite stream of timestamped values $(t_i, v_i)_{i \geq 0}$ and generate a number of line segments. For the setting we consider, these lines approximate the original values within a maximum error tolerance $\epsilon$ selected by the application.

Key to PLA segmentation is to derive the location and type of the knots [29, 31]. There are methods that enforce continuity conditions [29] at the knots (joint knots [10, 14, 16]), methods that allow discontinuity [29] (disjoint knots [10, 28, 31]) and techniques that actually consider both [24].

As mentioned in [29] the continuity requirement at the knots increases the complexity of the problem. Our segment matching algorithm can be adapted to work upon the output of an existing

![Figure 2: Groups of segments that we can represent jointly with Sim-Piece.](image_url)
PLA segmentation (with joint or disjoint knots) by i) adjusting the value at the starting knot, ii) reading the existing values and calculating upper and lower slopes of admissible approximation lines, for a given maximum error threshold, and iii) in the case of joint knots, trimming the last point of the segment, making it essentially disjoint [29].

For ease of exposition in the next section, we initiate the discussion of our algorithm via a pre-processing step ($\text{SimPiecePhase}$) using a greedy PLA algorithm, which is an adaptation of Swing [10] that uses disjoint instead of joint knots. Our segment matching algorithm operates directly on the output of this greedy algorithm without further modifications. In our exposition, a segment is described by i) the timestamp $t_i$ and value $v_i$ of its starting point, and ii) the slope $a_i$ of its line.

### 2.2 Angle-based Greedy PLA

A common approach for constructing an approximate segment with a maximum error guarantee is to calculate extreme slope lines while adding new points. These lines help evaluate whether a new point encountered was not within $\epsilon$ from either of the two slopes, it would trigger the creation of a new segment.

There has been extensive work following an approach such as the one described above, with the resulting segments being joint (Swing [10]), disjoint (Slide [10]) or both (Mixed [24]). In the case of disjoint knots, the break up point is set as the origin of a new segment, whereas in the case of joint knots the immediately previous point is used. Our suggested approach is an adaptation of Swing that produces disjoint knots with quantized associated values based on a maximum error threshold, and exploits the angle formed by the upper and lower slopes of each segment to represent them as intervals of slope values. As we will explain, these intervals will be used to merge the descriptions of different segments into a compact representation.

#### 2.3 Interval Graphs

The grey area formed by the angle of slopes $a_{i3}$ and $a_{i4}$ in Figure 3 illustrates all the candidate lines that we may use to describe the respective segment within the defined accuracy. Thus, we can come up with an interval of slope values that captures all possible lines within the grey area. Naturally, the intervals of different segments will often intersect, enabling us to represent them jointly. We will next present the theorem that we will use to justify our method, along with the required definitions, to ease the understanding of our approach.

**Definition 2.1.** Consider a set of intervals $I = \{I_1, I_2, \ldots, I_n\}$ on a line for $n \in \mathbb{N}$, where $I_j = [a_{ij}, a_{uj}]$ and $a_{ij} \leq a_{uj}$, for $j \in \mathbb{N}$ and $j \leq n$. The interval graph $G = (V, E)$ formed by $I$ contains one vertex $v_j$ for each interval $I_j$, so $V = \{v_1, \ldots, v_n\}$, and there is an edge between vertices $v_i$ and $v_j$ if and only if $I_i$ and $I_j$ intersect, i.e., $E = \{(x_i, x_j) \mid I_i \cap I_j \neq \emptyset\}$.

**Definition 2.2.** A vertex is called simplicial if its neighbors form a clique, i.e., its neighbors are all linked to one another by edges.

**Definition 2.3.** A perfect elimination scheme in a graph with $n$ vertices is an ording $v_1, \ldots, v_n$ of the vertices such that $v_i$ is simplicial in the graph that contains only vertices $v_1, \ldots, v_n$.

Interval graphs have the following characterization [13] that we are going to use later on to justify the optimality of our method.

**Theorem 1.** A graph is an interval graph if, and only if, a perfect elimination scheme exists.

#### 3 OVERVIEW

We now discuss the details of our approach for high-precision storage reduction of time-series data that is based on the idea that the different line segments produced by PLA techniques exhibit similarities. We first present a PLA technique that produces sets of candidate lines for each segment, that we call intervals. Then, we seek to merge intervals that look alike in terms of their slope as well as their starting point, by identifying intersecting intervals.

In what follows, we provide algorithms for both these procedures which constitute the two phases of our novel $\text{SimPiece}$ approach for highly accurate PLA with small storage footprint.
3.1 Interval Extraction

The first phase of Sim-Piece considers as input a data signal in the form of a sequence of discrete data points \( (t_i, v_i) \), where \( i \in \{1, \ldots, n\} \). The respective pseudocode is given with Algorithm 1.

We use the first point of the signal as the first point of the starting segment (Line 3). The number of discrete values that the starting points of our segments may take, can be arbitrarily large. However, we need to come up with a limited amount of discrete starting point values that multiple different segments may share, so that we are able to jointly represent them. In our context, we are interested in providing approximations within an error threshold \( \epsilon \). Therefore, we do not need to consider all the different original values. Instead, we can apply a quantization function such as the following for a value \( v \), to come up with a quantized value \( b \):

\[
    b = \lfloor v/\epsilon \rfloor \times \epsilon
\]

As an example, values 1.1 and 1.4 would both result in \( b = 1 \) for \( \epsilon = 0.5 \). Using Eq. (1) we convert the first value \( v_1 \) to the smallest multiple of \( \epsilon \) that is within \( \epsilon \) from the original value \( v_1 \) (Line 4).

We also initialize the upper (Line 5) and lower (Line 6) slopes forming the angle of the segment with the maximum and minimum possible values, respectively, so that we make sure the second point of the segment lies within the angle. Then we proceed by processing subsequent points in the signal, following the procedure discussed in Section 2.2 and depicted in Fig. 3. More specifically, we examine whether the distance of each point encountered is not within \( \epsilon \) from the angle formed by the bounding lines with slopes \( a_u \) and \( a_l \) (Line 9). If so, we terminate the formation of the current segment by producing an interval for starting point \( b \) denoted by the final lower and upper slopes \( a_l \) and \( a_u \) and the initial timestamp \( t_e \) (Line 10), and we repeat the process considering the newly encountered point, i.e., \( t_e, v_e \), as the starting point of the next segment. Otherwise, depending on the position of the newly encountered point, we may need to update the angle by lowering the upper bounding slope or increasing the lower bounding slope. We achieve this by properly adjusting values \( a_u \) (Lines 15-16) and \( a_l \) (Lines 17-18), respectively.

Following this procedure for all points of the signal, we come up with a list of intervals associated with each quantized \( b \) value encountered in the signal. The elements of the final lists comprise the upper and lower slope of each interval, which form the angle of each respective segment as illustrated in Fig. 3, as well as the initial timestamp of each segment.

3.2 Merging Lists of Intervals

Using the intervals extracted through Algorithm 1, we aim to find the optimal groups of intervals for each quantized \( b \) value, so that we can represent similar intervals jointly and induce space savings.

Figure 4a depicts the angles of five intervals that share a common starting point \( b \). We observe that the angles formed by the intervals may overlap, and thus, there exist candidate lines that may represent more than one intervals. The flexibility of using any of the candidate lines of each interval—as they all satisfy the required approximation guarantees—enables us to group different overlapping intervals to minimize the space requirements of their representation. More specifically, our goal is to come up with the minimum number of groups of intersecting intervals for each starting point \( b \). A formal description of this problem follows.

**Problem description.** Given a set of intervals \( I = \{I_1, I_2, \ldots, I_n\} \) as described in Definition 2.1, where \( a_i \) and \( a_u \) denote the minimum and maximum slopes of interval \( I_i = [a_i, a_u] \), respectively, partition \( I \) into disjoint sets, so that all intervals in each set intersect, and the number of partitions is minimized.

In Figure 4b, we plot the sets of candidate lines of Figure 4a as slope intervals, so that the overlapping areas are more evident. We observe that if we choose to group the interval \([a_{l1}, a_{u1}]\) with \([a_{l2}, a_{u2}]\), and the interval \([a_{l3}, a_{u3}]\) with \([a_{l4}, a_{u4}]\) and \([a_{l5}, a_{u5}]\) we will come up with a total of two groups. However, if we choose to group \([a_{l1}, a_{u1}]\) with \([a_{l3}, a_{u3}]\), \( [a_{l1}, a_{u1}] \) with \([a_{l4}, a_{u4}]\), \([a_{l5}, a_{u5}]\) and one with a single interval \([a_{l1}, a_{u1}]\). That is, if we select to merge \([a_{l1}, a_{u1}]\) with \([a_{l2}, a_{u2}]\), we forfeit the possibility of merging all three \([a_{l1}, a_{u1}]\), \([a_{l2}, a_{u2}]\) and \([a_{l3}, a_{u3}]\) segments together, which forces us to come up with at least three merged groups, instead of just two which is the optimal solution for this example.

The intersections among the different intervals can be represented even more clearly using the interval graph of Figure 4c. An interval \([a_{l1}, a_{u1}]\) is represented by vertex \( v_1 \) and there exists an edge between two vertices \( v_i \) and \( v_j \) if the respective \([a_{l1}, a_{u1}]\) and \([a_{l2}, a_{u2}]\) intervals are overlapping. In this way, the problem of finding the minimum possible number of groups of overlapping intervals becomes equivalent with partitioning the vertices of the interval graph of Figure 4c into the minimum number of groups such that the vertices in each group are all linked to one another by edges. This is a well studied problem, known as the ‘minimum covering by disjoint completely connected sets or cliques’ [15]. As the graph of Figure 4c is an interval graph, there exists a perfect elimination scheme, which is very easy to determine. We simply need to choose a simplicial vertex, i.e., one whose neighbors are all linked to one another, and place it in the first position of our scheme. We then delete this vertex from the graph and look for a

---

**Algorithm 1: Sim-Piece**

| Input: A data signal \( s = \{t_i, v_i\} \forall i \in \{1, \ldots, n\} \) |
| Output: A list of intervals \( b, intervals \) for each quantized \( b \) value |

1. \( b, intervals \leftarrow \{\} \)
2. \( (t_e, v_e) \leftarrow s.next() \)
3. \( b \leftarrow \lfloor v_e/\epsilon \rfloor \times \epsilon \)
4. \( a_u \leftarrow \infty \)
5. \( a_l \leftarrow -\infty \)
6. while \( s.hasNext() \) do
7.     \( (t_e, v_e) \leftarrow s.next() \)
8.     if \( v_e > a_u (t_e - t_i) + b + \epsilon \) or \( v_e < a_l (t_e - t_i) + b - \epsilon \) then
9.         \( b, intervals[b] \leftarrow \{a_l, a_u, t_e\} \)
10.        \( t_i, t_e \leftarrow (t_i, t_e) \)
11.        \( b \leftarrow \lfloor v_e/\epsilon \rfloor \times \epsilon \)
12.        \( a_u \leftarrow a_u \)
13.        \( a_l \leftarrow -\infty \)
14.    if \( v_e > a_u (t_e - t_i) + b + \epsilon \) then
15.        \( a_u \leftarrow a_u - \frac{v_e - a_u}{t_e - t_i} \)
16.    if \( v_e < a_l (t_e - t_i) + b - \epsilon \) then
17.        \( a_l \leftarrow a_l + \frac{v_e - a_l}{t_e - t_i} \)
18.    \( b \leftarrow a_e + \frac{v_e - a_e}{t_e - t_i} \)
19.    \( b, intervals[b] \leftarrow \{a_l, a_u, t_e\} \)
20. return \( b, intervals \)
simplicial vertex in the remaining graph, which we place in the second position of our scheme and also delete from the graph. We continue doing this until the remaining graph is empty. Indeed, we can see that vertex $v_2$ is simplicial, as it has only one neighbor, so we can choose it for the first position of the elimination scheme. After deleting $v_2$, we can choose $v_3$, which is also simplicial in the remaining graph, as it has only one neighbor left, i.e., $v_1$. Then, we can choose $v_1$, as its two remaining neighbors, i.e., $v_4$ and $v_5$ are all linked to one another. Next, we can choose $v_4$ and finally $v_5$. The final order of the perfect elimination scheme described above is: $v_2 \rightarrow v_3 \rightarrow v_1 \rightarrow v_4 \rightarrow v_5$

An optimal algorithm for coming up with a perfect elimination scheme is to sort the intervals in ascending order of the lower point of their interval, $a_i$ [15]. As we can see in Figure 4b, this order of the intervals matches the order of the perfect elimination scheme given above. Therefore, there is no need to construct the actual interval graph. We can simply follow the procedure described in Algorithm 2. We first initialize an empty list of groups to be produced (Line 2). Then, we iterate over the list of intervals of every $b$ (Line 3), initialize the first group (Line 4) and order the respective intervals in ascending value of the lower point of their interval, $a_i$ (Line 5). We go through the intervals in this order (Line 6) and consider them for placement in the current group. If the bounds of this group overlap with the bounds of the currently considered interval (Line 7), we add the interval to the group, by adjusting the bounds of the group accordingly and adding the timestamp of the interval to the group’s list of timestamps (Lines 8-10). Otherwise, we close the group, placing it to the list of groups to be returned at the end of Algorithm 2 (Line 12), and place the interval in question in a new group (Line 13).

### Algorithm 2: Sim-Piece

```
1 Function Sim-Piece phase2(b_intervals)
2   groups ← [];
3   for intervals$\in b$ _intervals_ do
4     group ← (b = $b_i$, $a_i = \infty$, $a_u = \infty$, $t = [])$;
5     if interval.$a_l \leq$ group.$a_u$ and interval.$a_u \geq$ group.$a_l$ then
6          group.$a_u$ ← max(group.$a_u$, interval.$a_l$);
7          group.$a_l$ ← max(group.$a_l$, interval.$a_u$);
8          group.t.add(interval.t);
9       else
10          groups.add(group);
11          group ← (b = $b_i$, $a_i = interval.a_l$, $a_u = interval.a_u$, $t = [interval.t]$);
12          groups.add(group);
13   return groups.
```

3.3 Output of Sim-Piece

The output of Algorithm 2 is a list of groups that comprise the quantized value of $b$, the upper and lower bounds $a_u$ and $a_l$, and the starting-point timestamps of the merged intervals of the group. As we can use any of the lines within the area defined by the upper and lower bounds, we choose to use the line in the middle of this area, with $a = \frac{a_u + a_l}{2}$. The final output of Sim-Piece uses the following compact representation:

```
output = [b_1, [a_{1,1}, [t_{1,1}, \ldots]], [b_2, [a_{2,1}, [t_{2,1}, \ldots]], \ldots]
```

It is evident that the proposed representation does not alter the original PLA segmentation, i.e., the position of knots, as denoted by the included timestamps. Moreover, by construction, the maximum error threshold guarantee still holds for the entire history of the time-series.

3.4 Analysis of Sim-Piece

The correctness and optimality of our segment merging approach is guaranteed by the perfect elimination scheme property for interval graphs (Theorem 1). According to this property, which serves as the greedy choice of Algorithm 2, there is a certain order to examine
the vertices, i.e., by ascending value of the lower point of their corresponding interval, so that each group formed contains the maximum possible number of vertices and no group is created unless it is really necessary. Therefore we come up with the minimum possible number of intervals.

Algorithm 1 groups the $n$ input time-series values in batches of intervals, and then Algorithm 2 sorts the batches of intervals that share the same starting point (quantized $b$ value) and merges them. For each interval produced by Algorithm 1, we store exactly 4 elements: the $a_i$ and $u_i$ that define the slope of the interval, as well as the $t_i$ and $v_i$ that comprise the timestamped value. Hence the processing of each data point of the time series requires a constant amount of memory, and the number of intervals produced cannot exceed $n$, hence $\mathcal{O}(n)$ space is needed. Moreover, as Algorithm 2 merges intervals, the space needed can only reduce, progressively. Therefore, the space complexity of our approach is $\mathcal{O}(n)$.

Regarding the time complexity of the end-to-end process, Algorithm 1 is $\mathcal{O}(n)$ time, since it processes the input values sequentially. Assume now that the number of intervals produced by Algorithm 1 is $k$. In the worst case with respect to running time, all intervals may be placed in the same batch, and the sorting step of Algorithm 2 will be computed in $\mathcal{O}(k \log k)$ time. In practice, input segments are dispersed among multiple $b$ values based on their starting points, resulting in even faster execution. The scanning and merging of the sorted lists requires $\mathcal{O}(k)$ time.

4 EXPERIMENTAL RESULTS

We implemented our Sim-Piece algorithm using Java and tested its performance against four PLA algorithms and one lossless floating point data compression method. Our implementation as well as reproducible tests are publicly available. In this section we first present the dataset and technical details on our experiments. Then, we evaluate our algorithm by answering the following questions: i) What is the compression ratio that Sim-Piece achieves compared to earlier approaches? ii) What is the highest level of accuracy that Sim-Piece may offer when we cannot afford to employ lossless compression? iii) How does Sim-Piece perform as we vary the desired error threshold? iv) How do monotonicity and seasonality impact Sim-Piece? v) Can we induce further savings through general purpose compression? vi) For the same maximum error threshold, is Sim-Piece as fast as other PLA algorithms?

4.1 Experimental Setting

We ran our experiments on a computer with an Intel® Core™ i7-10510U, with a Max Turbo Frequency of 4.90GHz, a 8MB L3 cache, and a total of 16GB DDR3 2133MHz RAM. We implemented Sim-Piece, PMC-MR [20] and Swing [10] using Java and we used a C++ implementation for Slide [10], and Mixed [24] PLA algorithms, which the authors of [24] have generously provided. We note that based on the observations made by the authors of [24], Slide computes the minimum number of segments with disjoint knots for a maximum error bound and is thus optimal space-wise in this setting [28]. Moreover, Mixed has been shown [24] to provide even better savings, as it further considers joint knots.

Our dataset consists of 8 time-series from two sources. The first has been used in prior efforts [24, 34], and features datasets from the UCR time-series data archive [2]. We also use 3 time series that exhibit different characteristics in terms of standard deviation and mean delta (absolute difference between consecutive values), and are made available by the National Ecological Observatory Network (NEON)². The properties of the dataset are listed in Table 1, and the different time-series are thoroughly discussed below:

- **UCR Time Series Classification Archive** [2]
  - Cricket: Accelerometer data taken from actors performing cricket gestures.
  - FaceFour: Face outlines modelled as time-series data.
  - Lightning: Transient electromagnetic events associated with lightning using a suite of optical and radio-frequency (RF) instruments.
  - MoteStrain: Humidity and temperature sensor data.
  - Wafer: A collection of inline process control measurements recorded from various sensors during the processing of silicon wafers for semiconductor fabrication.

- **NEON datasets**
  - WindSpeed [26]: Wind speed observations made by a wind monitor consisting of a propeller and vane design on lake and river buoys.

---

1https://github.com/skittsio/sim-piece

2https://data.neonscience.org/data-products/
We see that in many cases a large value of error threshold $\epsilon$ is required for the use of earlier PLA algorithms to make sense, as the recent advances in time series properties, such as monotonicity and seasonality, on the different PLA algorithms.

### 4.2 Compression Ratio Comparison

We start our evaluation by measuring the space required to compress each of the 8 datasets. Figure 5 shows the compression ratio achieved by our Sim-Piece compared to Mixed, Slide and Swing PLA algorithms. The results of PMC-MR are omitted as they were clearly inferior compared to that of the other approaches, as illustrated in Figure 1. We report the compression ratio for varying error threshold $\epsilon$ values, expressed as a percentage of the total range of each dataset, listed in Table 1. More specifically, we report results for $0.5\% \times \text{range} \leq \epsilon \leq 5\% \times \text{range}$. We also provide for every dataset the compression ratio achieved by the lossless Chimp compression algorithm. We see in Figure 5 that our Sim-Piece clearly stands out as the most space-efficient algorithm, offering compression ratios that are far superior than the second best approach. The improved performance, compared to earlier PLA approaches, is evident for all values of $\epsilon$ investigated. The only exception is the Pressure dataset for which all approaches manage to offer unusually large compression ratios. This is due to the very high probability of identical consecutive values and extremely small mean delta this dataset exhibits, as reported in Table 1. Thus, we additionally investigate the performance of all algorithms for smaller values of $\epsilon$ for this dataset, in the last plot of Figure 5. As we can see there, Sim-Piece again outperforms all earlier approaches by a large margin.

The horizontal red dotted lines in the plots of Figure 5 is the compression ratio achieved by the Chimp compression algorithm. We see that in many cases a large value of $\epsilon$ is required for the use of earlier PLA algorithms to make sense, as the recent advances in the field of floating point compression offer very competitive space requirements. Table 2 reports for every time series of our dataset the smallest value of $\epsilon$ for which Sim-Piece and the second best approach produce an equivalent compression ratio to that of Chimp. In cases when one cannot satisfy the space requirements of lossless compression and needs to employ a lossy representation, our results clearly show how our Sim-Piece can provide significantly higher accuracy than earlier PLA approaches, thus offering improved space requirements even under very strict error threshold limits.

### 4.3 Quality of Approximation

Sim-Piece is designed to offer maximum error guarantees to each and every value of the time-series. Thus, it is worth exploring i) how the actual Mean Absolute Error (MAE) compares to the maximum error threshold used, and ii) what is the Root Mean Square Error (RMSE) of the approximation. For the latter we used an unmodified version of Sim-Piece that does not seek to optimize this metric by adjusting the computation of the slope values accordingly.

In Table 3 we report results for all datasets and PLA techniques when the input maximum error threshold $\epsilon$ is set at 5%. We also report MAE as a fraction of the dataset range (MAEr%), in order to have a comparison of the obtained approximation with respect to the maximum error threshold $\epsilon$ used. We notice that all methods provide approximations that are significantly more accurate than the requested threshold. In fact, the average MAEr% in all algorithms is about half of the $\epsilon$ value requested. Moreover, the reported RMSE values are very close to the measured MAE. This implies that there is very small deviation among the errors obtained on the individual measurements. Compared to the other techniques, Sim-Piece provides the second-best average MAE and RMSE values. Swing provides marginally better approximation; however, we need to keep into account that, on the average, Sim-Piece achieves a compression ratio that is more than 3.2 times higher than that of Swing in this setting.

In order to put into perspective the obtained accuracy of each algorithm, we plot, in Figure 6, the compression ratio obtained by the different methods with respect to the MAE of their approximations, for the Wafer dataset. We notice that for the same MAE (x-axis value), Sim-Piece achieves significantly higher compression ratio, compared to earlier PLA algorithms. Figures for other datasets were similar and are omitted for brevity.

### 4.4 Impact of Error Threshold

We continue investigating the performance of Sim-Piece by examining the impact of the error threshold $\epsilon$ on its compression ratio. For each approach we measure the compression ratio achieved as $\epsilon$ grows up to 50% of each dataset’s range. Larger values of $\epsilon$ are not meaningful as they would enable us to represent the entire signal using a single constant value. The performance is similar for all datasets and thus, for brevity, we illustrate (in logarithmic scale) the results for only two of our datasets in Figure 7.

We see that Sim-Piece maintains its advantage over earlier approaches for large values of $\epsilon$, around 30% of the entire range. Therefore, not only does Sim-Piece provide improved space efficiency when high accuracy is required, but it also outperforms earlier approaches when the error threshold is large. For values of $\epsilon$ that are larger than 30% of the dataset’s range, only a handful of PLA segments are produced by Angle-based PLA, resulting in fewer opportunities for merging similar segments. As a result, the Mixed and Slide algorithms perform better. However, the accuracy in such settings is clearly very low.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cricket</td>
<td>0.15%</td>
</tr>
<tr>
<td>FaceFour</td>
<td>1.25%</td>
</tr>
<tr>
<td>Lightning</td>
<td>0.12%</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.15%</td>
</tr>
<tr>
<td>Wafer</td>
<td>0.05%</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>0.43%</td>
</tr>
<tr>
<td>Wind Dir.</td>
<td>0.44%</td>
</tr>
<tr>
<td>Pressure</td>
<td>0.03%</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.53%</td>
</tr>
<tr>
<td>2nd best</td>
<td>2.19%</td>
</tr>
<tr>
<td>2nd best</td>
<td>0.42%</td>
</tr>
<tr>
<td>2nd best</td>
<td>0.39%</td>
</tr>
<tr>
<td>2nd best</td>
<td>0.20%</td>
</tr>
<tr>
<td>2nd best</td>
<td>2.69%</td>
</tr>
<tr>
<td>2nd best</td>
<td>1.84%</td>
</tr>
<tr>
<td>2nd best</td>
<td>0.04%</td>
</tr>
</tbody>
</table>
4.5 Impact of the Degree of Monotonicity

Sim-Piece applies a quantization function to the starting points of segments, so that we come up with a limited amount of discrete starting point values that multiple line segments may share. The number of values we come up with depends on the error threshold as well as the degree of monotonicity the input signal exhibits. Our next experiment investigates the impact the latter has on the performance of Sim-Piece.

We generate a synthetic signal that follows a random-walk-like model. The value for each data point can be lower than or higher than that of the previous data point according to the probabilities \( p \) and \( 1 - p \), respectively. The magnitude of decrease/increase in the value follows a uniform distribution \( U(0, \epsilon_{\text{max}}) \), where \( \epsilon_{\text{max}} \) is set to be up to 300\% of the error threshold \( \epsilon \). Figure 8 illustrates the impact of the degree of the signal’s monotonicity on the compression ratio. The probability \( p \) is varied from 0 to 0.5, as the plot is symmetric for higher values. When \( p \) is set to 0, the signal is monotonically increasing.

Figure 8 shows that Sim-Piece performs best when the probability is close to 0.5, as is the case with many real-world datasets. Indeed, as we see in Table 1 the probability of a data point to be lower or higher than that of the previous data point is almost identical for all datasets. The compression ratio of Sim-Piece decreases with the probability \( p \); however, Sim-Piece outperforms earlier approaches for \( 0.45 < p \leq 0.5 \). When the probability of decrease \( p \) is less than 0.45 the signal exhibits strong upwards trend with very few chances of repeating starting points among segments that Sim-Piece could utilize in the second phase of the algorithm.

In Figure 8 we also present results of Sim-Piece when we perform detrending to the input signal. There any many ways to remove trend, we here assume an additive model and simply subtract a linear regression line from the entire signal before applying...
### 4.6 Effect of Seasonality

One key idea that Sim-Piece builds upon and contributes to its performance is the existence of seasonal patterns in real-world time series. Many similar repeated sequences can be represented in a single group to help increase the compression ratio. Here, we investigate how seasonality in the input signal impacts the compression ratio of Sim-Piece, as well as earlier PLA methods.

In particular, we created a synthetic signal using the popular additive model [17, 33], where a seasonal component is added together with a random walk model. For the latter each point is generated to be higher or lower (with the same probability) from the previous one, by a magnitude selected uniformly in a range that is 10× the error threshold value used. We generate a data point every 1 minute, using a sine function to simulate a daily pattern.

Figure 9 shows the impact of the signal’s seasonality on the compression ratio overtime. As expected, the Mixed, Slide and Swing PLA algorithms cannot take advantage of the seasonal pattern, resulting in an almost constant compression ratio. On the contrary, Sim-Piece quickly discovers similarities between the produced segments and utilizes them in order to achieve higher compression results. In the same figure we also depict the compression ratio of an alternative implementation of Sim-Piece (denoted as Sim-Piece-delta), which instead of processing all previous records, it merges the newly created PLA intervals from the last day, with the previously computed ones. This version of Sim-Piece necessitates a small change in the compressed representation, were both the upper and lower slopes are kept, instead of the middle one (see Subsection 3.3). The modified algorithm achieves slightly smaller compression ratio due to the increased space used for representing the PLA segments and the suboptimal merging of intervals in phase-2. However it is still manages to take advantage of the seasonal pattern in the data and outperforms earlier PLA techniques by a large margin.

### 4.7 General Purpose Compression Gains

Our next experiment focuses on the use of general purpose compression on top of PLA approaches, that may help further reduce the space requirements of storing the input signal. More specifically, we use the ZStandard [1] algorithm to compress the output of Swing, Slide and Mixed PLA algorithms, as well as our novel Sim-Piece approach. Figure 10 illustrates the space gains we obtain for each algorithm for all time series of our dataset. We set $\epsilon = 0.05 \times range$ for all time series, except Pressure, for which we use $\epsilon = 0.05 \times range$, as it exhibits very small mean delta.

For the earlier PLA approaches we see that ZStandard does help increase the compression ratio, offering additional space savings.

In particular, we created a synthetic signal using the popular additive model [17, 33], where a seasonal component is added together with a random walk model. For the latter each point is generated to be higher or lower (with the same probability) from the previous one, by a magnitude selected uniformly in a range that is 10× the error threshold value used. We generate a data point every 1 minute, using a sine function to simulate a daily pattern.

Figure 9 shows the impact of the signal’s seasonality on the compression ratio overtime. As expected, the Mixed, Slide and Swing PLA algorithms cannot take advantage of the seasonal pattern, resulting in an almost constant compression ratio. On the contrary, Sim-Piece quickly discovers similarities between the produced segments and utilizes them in order to achieve higher compression results. In the same figure we also depict the compression ratio of an alternative implementation of Sim-Piece (denoted as Sim-Piece-delta), which instead of processing all previous records, it merges the newly created PLA intervals from the last day, with the previously computed ones. This version of Sim-Piece necessitates a small change in the compressed representation, were both the upper and lower slopes are kept, instead of the middle one (see Subsection 3.3). The modified algorithm achieves slightly smaller compression ratio due to the increased space used for representing the PLA segments and the suboptimal merging of intervals in phase-2. However it is still manages to take advantage of the seasonal pattern in the data and outperforms earlier PLA techniques by a large margin.
Figure 7: Exploring larger error tolerances. Sim-Piece outperforms earlier approaches up to very large values of $\epsilon$.

Figure 8: Impact of the degree of monotonicity. Sim-Piece performs best when the probability of decrease is set to values that resemble real-world datasets. A simple detrending procedure applied on the input signal significantly boosts the performance of Sim-Piece even at extreme cases of monotonicity, but has no effect on the alternative PLA methods.

Figure 9: Effect of seasonality. The performance of both variations of Sim-Piece increases overtime, as they exploit similarities due to the seasonal component.

consider two settings: the first one considers an error threshold $\epsilon$ equal to 0.5% of the dataset’s range, whereas the second one sets $\epsilon$ to be equal to 5% of the dataset’s range. Moreover, for Sim-Piece we report the time needed overall, as well as for each of its two phases.

We observe in Table 4 that Sim-Piece is faster by at least one order of magnitude than the second best approach in terms of compression ratio, i.e., Mixed. Furthermore, our results show that the performance of Sim-Piece is most of the times faster than the Slide algorithm as well. The only exceptions are for the WindSpeed and WindDirection datasets, when the error threshold is set to $\epsilon = 0.5\% \times \text{range}$. In this case, as we see in Table 5, the number of intervals produced after the first phase of Sim-Piece is very large. This slows down the execution of phase-2, leading to an overall execution time that is slightly larger than that of Slide.

The Swing algorithm, that provides the worst compression ratio among the approaches investigated here, is shown to be the fastest approach. However, the results of Table 4 clearly show that the benefit of using an additional general purpose compression algorithm, none of the earlier PLA approaches is able to compete against our newly proposed Sim-Piece algorithm, which clearly offers a better compression ratio without any added help. Moreover, using Zstandard on top of Sim-Piece provides improvements that are on par with those achieved for other PLA algorithms, leading to far greater compression ratios. This shows that the advancements offered by Sim-Piece on exploiting patterns that appear in time sequences can be further strengthened by general purpose compression algorithms, just as earlier PLA approaches.

4.8 Execution Time

Table 4 reports the time required to process each of the time-series datasets using the Slide [10], Swing [10], Mixed [24], and Sim-Piece algorithms. The results are averages of multiple executions and
execution time of Sim-Piece decreases as the value of $\epsilon$ grows. This is due to the smaller number of segments produced during the first phase of the algorithm, as shown in the results of Table 5. Thus, even though Sim-Piece is not always faster than Slide for small values of $\epsilon$, it becomes much more efficient as the value of $\epsilon$ grows, providing significantly better compression ratio for all possible error-threshold values (e.g. Figure 7).

The superiority of Sim-Piece is evident in Figure 11, that illustrates the average trade-off between compression time and ratio achieved for all algorithms of our experimental setting, when $\epsilon$ is set at 5%. We clearly see how Sim-Piece provides impressive space savings while also being almost equivalently efficient with the fastest approach. The findings depicted in Figure 11 establish our algorithm as the undisputed preferable option for space-efficient approximation of time series.

## 5 RELATED WORK

We review here existing approaches that are used to approximate time-series data. We also discuss compression techniques studied in relevant fields, as well as two lossless compression algorithms.

An optimal algorithm for approximating sensor data using Piece-wise Constant Approximation is given in [20]. A cache filter is used, which predicts that the next data point will have a value within the error threshold from the previous one. Thus, a new data point needs to be recorded only when it violates the error constraint. A similar approach is discussed in [27].

Elmeleegy et al. [10] propose Swing and Slide, a novel joint- and a disjoint-segment PLA algorithm, respectively. Similar algorithms had been independently discovered in earlier works, by Gritzali and Papakonstantinou [14] and O’Rourke [28]. Swing constructs the longest possible line segment starting from a fixed origin point by adjusting two bounding slope lines until reaching a break-up point, which will generate a new joint segment, starting from the last point of the previous segment. Slide filters are different as they generate disjoint segments as an approximation for the original data points. This gives them more flexibility at the expense of having to store an additional value for each segment. Updating the bounding slope lines can be optimized with the use of the convex hull of the observed data points, which allows for checking only against the points of the convex hull, instead of the significantly larger number of all the data points observed in the current filtering interval.

GreedyPLR [34] is a variant of Swing in which the point used to swing up and down is set to be the intersection of the upper and lower bounding slopes, instead of the starting point of a segment. This variation provides a wider angle than Swing while preserving a worst-case $O(1)$ complexity. Similar to Slide [10] and the work in [28], OptimalPLR [34] uses convex hulls to find the optimal PLA with regard to the number of line segments using only disjoint segments and may offer faster processing time [8].

Hakimi and Schmeichel [16] solve optimally the continuous PLA problem, in which the approximation segments are forced to form a continuous function. This allows for representing the segments
with two values, instead of the three required when using disjoint segments. The process is similar with that of OptimalPLA; however, each new segment starts from the previous generated line instead of the break-up point. The work in [16] is based on an algorithm proposed by Imai and Iri [18]. A variation of the work in [16] is given in [9], where a simple regression model is used to obtain the best-fit line at the cost of increased complexity.

Luo et al. [24] introduce the problem of mixed-type PLA, aiming to optimize the representation size through an adaptive solution that uses a mixture of joint and disjoint segments. Their novel approach allows for enjoying the best of both worlds, i.e., the cheaper representation of joint segments and the fewer number of segments produced by disjoint-segment approaches. A dynamic programming algorithm is presented that finds the optimal sized PLA in under these settings. Moreover, the authors avoid wasting a bit for each segment to differentiate between joint and disjoint segments. Instead, the proposed representation exploits the strictly increasing sequence of positive timestamps and uses negative values to indicate a disjoint segment.

Compression of time series has been studied in the context of other work as well. The authors of [5, 6] proposed a technique that exploits the correlation and redundancy among multivariate sensor readings to construct a dictionary of real measurements, used for encoding piece-wise linear correlations among the collected data values. [7, 12] extend these techniques to work in a distributed setting of network-connected nodes, while also accounting for the presence of outliers. In [35], the authors propose an approach for efficiently processing time-series similarity matching queries, by dividing time series into a fixed number of equal sized segments. [19] also focuses on indexing time-series and shows that APCA, a piecewise constant approximation approach can be indexed using a multidimensional index structure to allow for fast approximate querying. Guerts [11] focuses on classification of time series and uses regression trees to perform piecewise constant modelling of temporal signals. Patterns are extracted from these models and are combined in decision trees to give interpretible classification rules. SAX [23] introduces a symbolic approach for time-series dimensionality reduction that allows distance measures to be defined on the symbolic representation. This enables running certain data mining algorithms on the symbolic representation, while producing results that are similar to what the algorithms that operate on the original data produce.

Table 5: Intervals before and after the execution of phase-2 and respective reduction percentage.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>0.5%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>Cricket</td>
<td>139,112</td>
<td>10,293</td>
</tr>
<tr>
<td>FaceFour</td>
<td>13,831</td>
<td>2,559</td>
</tr>
<tr>
<td>Lightning</td>
<td>18,012</td>
<td>2,330</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>18,276</td>
<td>4,383</td>
</tr>
<tr>
<td>Wafer</td>
<td>70,636</td>
<td>6,046</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>1,511,313</td>
<td>17,833</td>
</tr>
<tr>
<td>Wind Dir.</td>
<td>474,160</td>
<td>28,333</td>
</tr>
<tr>
<td>Pressure</td>
<td>36,646</td>
<td>17,588</td>
</tr>
</tbody>
</table>

In the field of lossless time series compression, Gorilla [30] is a compression algorithm, particularly suited for floating-point time series in which the neighboring data points do not change significantly. Timestamps and values are compressed separately, similarly to other time-aware schemes[22]. The more recent Chimp [21] lossless compression algorithm has been shown to be very competitive in terms of space requirements with lossy PLA approaches. Our Sim-Piece algorithm is motivated by the impressively low space requirements of Chimp and achieves significant improvements with regards to the state-of-the-art in PLA algorithms, offering better compression than Chimp, even when the precision error threshold is set extremely low.

6 CONCLUSIONS

In this paper we introduced Sim-Piece, a novel approach that exploits similarities among the line segments produced by PLA in order to provide a joint representation for multiple segments. Our Sim-Piece algorithm, offers substantially better space savings on a large range of maximum error values, including when the acceptable error bound is small. This is particularly important as recent lossless algorithms have been shown to outperform earlier lossy approaches in such settings.

The experimental evaluation of our algorithm using real and synthetic datasets shows that we attain compression ratios that are far superior than the second best approach, for all the acceptable error bounds that were investigated. Moreover, Sim-Piece outperforms past PLA methods even in extreme cases of strongly monotonically increasing or decreasing input signals, and manages to exploit seasonal components to provide additional savings. As far as the execution time is concerned, we show that Sim-Piece is up to 150× faster than the second best approach in terms of compression ratio, offering overall significantly improved efficiency with regard to both space and speed. We plan to extend Sim-Piece by investigating the parallelization opportunities of our scheme.
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