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Abstract

For quite some time researchers were trying to ¥ialle means to support the quality of services fo
fixed IP users. This was a difficult task and ewgn until today there is no universally accepted
mechanism to assure the quality of an active serfriem the one end to the other. As years were
passing, the need of IP users to keep their networnectivity while on the move, introduced a
family of mobility management protocols. Howevet, was soon noted that these mobility
management protocols were inter-working ratherficiehtly with the protocols for the quality of
services’ support. Thus, new protocols are undsigdeto tackle this issue. However, even with these
new protocols there are important issues left uthetged. This chapter provides all the necessary
information for this very interesting research aaed its current status.
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INTRODUCTION

The wireless and mobile communication devices itrgiisgector is experiencing an enormous growth.
People are getting accustomed to be productiveewtnl the move, utilizing the capabilities their
wireless and mobile devices offer. The connectivilypport, one of the most fundamental
requirements, is certain to rely on the ubiquittnternet Protocol (IP). There are, however, some
fundamental challenges that need to be overcomerder to be able to use the same protocol
architecture as the fixed users do.

Mobility support, the first of them, stems from thgers’ need to communicate in every imaginable
way, while on the road, on the train, at home aothim office. The IP protocol suite needs to adapt t
nowadays’ era and start offering uninterruptiblarcectivity to devices and users, irrespective efrth
location and movement conditions. Several yearsredearch work have been performed to
accommodate mobility management in IP. The primedfgrts focused on the ability of the mobile
node to communicate with any other Internet coretkctode while being attached to a different
network, which led to a procedure satisfying thrgea set, but not the actual mobility requiremenfts
moving and maintaining an uninterrupted, good-dquatommunication. After the baseline for
mobility support was set, multiple optimization a&ts began to achieve minimization of disruption
time, optimization of resources used and genesatisfaction of the mobile users.

Quality support, the second of the essential reguénts, has a more complicated history. The IP
protocol stack follows the end-to-end principle,iethdictates to keep functionality and complexity
out of the core of the network and push it to thd-points. In other words, end-devices can and
should bear the complexity of evolution and capgbadditions, whereas internal devices, i.e. the
routers, should be kept as simple as possible.sithplicity requirements for the routers extend to
simple processing for data packets, and memorydggsation. Following the guidelines strictly,
every incoming packet would receive the same pgyiand would be forwarded to the same output



gueue waiting for transmission. In today’s Interreswever, not all packets are created equal. Some
packet flows can cope with long delays and/or padéss, whereas other flows can only bear
extremely small delays and jitter (real-time voige video communication). The desire to offer
prioritized treatment to certain packets, so asffer either guarantees or just better service,tted
Quality of Service (QoS) schemes, which add prangsand possibly state-fullness requirements to
the routers.

The aforementioned efforts to provide mobility sogind QoS guarantees in the Internet began —
and mostly continued independently, leading to fiokeihcies and/or incompatibilities. The most
obvious and cited example is the usage of the emtg IP addresses to refer also to a QoS state
along the data path. This QoS state identifiegtitkets that will receive a certain priority treatm
and needs to be modified in an end-to-end fashio@wmobility causes the modification of an end-
point's IP address.. Thus, the net result is thalidation of the existing QoS setup along the data
path, and, thus, the need to re-establish the @s&vation according to the new IP addressthed
need to tear down the now invalidated QoS statsutifrout the data path containing the previous IP
address.

The mobility management and QoS incompatibilitiegehbeen identified in the research literature
practically from the beginning of the individuahstiardization efforts. However, the relative iSolat
between the QoS and mobility management speciicagiroups, the experimental nature of the
schemes, and the lack of operational use casegemesl any harmonization attempt at least in the
relevant standardization avenues. This finally Im@sn changed with the creation of the IETF “Next
Steps in Signaling” working group (Next Steps Igr&iling IETF Working Group), which undertook
the difficult task to propose a generic signalimghéecture for the Internet, capable of dealinghwi
the multiple and contradictory signaling needstf@ Internet infrastructure. Among them is also the
undisturbed interaction between mobility managenaedt QoS signaling and state maintenance.

Another interesting issue that has to be dealt stitims from the fact that dynamic control of end-
to-end QoS schemes requires that signaling hasteltfrom one end to the other each time a new
session is to be established. However, if individioav states are maintained at each router albieg t
data path, scaling issues are raised, especiatijthi® core network routers. To ameliorate this
problem, aggregation of signaling state informati®@mequired. The scheme that one should use to
minimize the processing load and the signalingriméttion stored in the routers still remains an open
issue, but is definitely something that needs tepeified if QoS provisioning is ever to be degldy
in a real end-to-end fashion. Unfortunately, regagdheir interaction with mobility management, the
proposed aggregation schemes exhibit similar inadibiities as the existing individual QoS
proposals. This is a rather important drawbackesihis expected that in the future, users willabée
to vertically handoff their connections from onedimmaccess technology to another and even from one
Internet Service Provider to another, thus moviadlp away from an aggregation path.

All the aforementioned issues are described indhapter that is organized as follows. In the next
section we provide a description of the mobilitymagement protocols and what is expected to prevail
in the near future. Then, a discussion follows &bive advantages and inefficiencies of QoS
mechanisms. We present those that have alreadystesstardized or have been proposed to deal with
specific issues (e.g., aggregation of signalinges)aNext, we discuss on current trends to tattide
interworking issues between QoS protocols and rtpbihanagement mechanisms. Finally, we
conclude this chapter.



PRESENTATION OF MOBILITY MANAGEMENT PROTOCOLS

As it is well known, the core protocols of the imet (i.e., IP and TCP) were not designed to handle
mobile terminals. In these networks, the destimalid address has topological information and isluse
to determine the next hop to forward a packet. nttansport layer, the TCP protocol maintains
information in the form <source IP address, soyrog number, destination IP address, destination
port number>. Thus, without any additional provisisupporting mobility in TCP/IP networks faces a
conflict. From the one hand, a terminal enteringesv network has to receive a new IP address in
order to be reachable. On the other hand, a TCRetion has to keep the source IP address constant
because otherwise the connection will fail since tiew information will not correspond to the old
one. As we will present, the Internet community eamp with a mobility management protocol that
makes mobility transparent to the higher level geots and requires minimum changes to the existing
infrastructure.

Mobility management consists of two distinct setoperations. The first one has to do with the
location management of the terminal. This set a@rapons includes all the procedures for updating
the knowledge of the network about the currenttiooaof a terminal as well as the procedures for
finding the current location of a terminal wheisirequired to deliver data to it. The second setto
do with the handover of an active flow from the dita path to the new one.

All location management mechanisms, independeritlyhey are deployed in cellular or IP
networks, follow some common principles. The ovenatwork is divided into different areas. For
each terminal one of these areas is called the &harea”. Inside the home area there is an entity th
is aware at any time for the current location démminal. In terms of Mobile IPv4 (Perkins, 2002),
this entity is called the home agent (HA) and nairg a mobility binding table with the following
information: <permanent home address, temporarg-caraddress, association lifetime>. This
information is kept for each terminal currently d&ed outside its home area. To maintain the
information of this table up to date, each timemminal moves into a “foreign area” it will receiae
temporary IP address that is called care of addi@S®A). As soon as the terminal receives this
address it will inform the home agent. This wagrinal may have two IP addresses. The permanent
home address is used to identify the terminal wthie temporary care-of address represents the
current location of the host and used mainly fartirg purposes (i.e., reaching the terminal in its
current location). This temporary address is uguaisigned to a terminal by another specialized
entity called “foreign agent” (FA).

In summary, when a terminal enters into a new ateliscovers the existence of a new FA. Then,
it requests a registration with the FA and sentigsie address, its media address (e.g., Ethern&€ MA
address) and the address of its HA. The FA thedssarregistration to the HA by sending a message
that contains the home address of the terminalindwn address. This way, location update is
performed in the HA. When a node, called corredpannode (CN) in the MIP terminology, wishes
to communicate with the mobile terminal, it willngepackets using the permanent home IP address of
the terminal. The packets will end up as expeatettié home area of the terminal. There, they véll b
intercepted by the HA. The HA, after consulting thebility binding table, will construct a new IP
packet in which the payload will be the originalgBcket sent by the CN. The header of the new IP
packet will have the temporary COA as its destorathddress. This process is called encapsulation
(Perkins, 1996) or tunneling. The new packet valah the FA that is responsible to de-capsulate the
original packet and use the media address of thairial to forward the packet to it. Note that ieth
mobile node wants to send a packet to the CNctimsbe routed directly. This forms an asymmetry in
the routing of packets between the two communigatimd nodes and is callegangular routing The
problem of the triangular routing has been solvedhie MIPV6 (Johnson, Perkins & Arkko, 2004)



since the COA can be communicated to the CN dyreathother important difference from MIPv4, is
that in MIPv6 there is no need to use any FA, siteerequired functionality is supported by the
mobile terminals themselves.

As we already mentioned, apart from location marreegdg, mobility management has to do
handing over an active flow from the old data ptlihe new path. This functionality by definition
built in the MIP. If a terminal receives a new C®#ile having an active communication flow then
the new packets will reach the terminal in its dewation as soon as the bindings have been updated
with the new COA. Of course, if no special prowsis taken then, until this binding update takes
place, some packets will be forwarded to the otwion of the terminal, even though it has already
change its location, and will be lost. To tackles tissue several alternatives have been propoked li
packet forwarding from the old location to the newe, or prediction schemes that start sending
copies of packets to possible future locations tefraninal.

Because of the dominance of the IP protocol andithelicity of MIP, it is expected that it will be
the de-facto standard even for future mobile catluletworks. However, MIP faces some serious
problems in terms of the flow disruption time aratket losses. This is why alternative solutions lik
Fast MIP (Koodli, 2008), Hierarchical MIP (SolimaBastellucia, Malki & Bellier, 2005) and Proxy
MIP (Gundavelli, Devarapalli, Chowdhury & Patil, @) have been introduced to deal with the
minimization of the disruption time during a HO enéon, the localization of signaling exchanges
inside a pre-defined area and the transparencyobflity support for the end users.

More specifically, a handover involves not onlyday operations (e.g., acquire a new IP address,
notify the HA etc), but also some layer 2 actioagy(, scan for neighboring access points, associate
and de-associate in link layer etc). FMIP has bgmecifically designed to take into consideration
these operations and minimize as much as posdigledisruption time by having the terminal
collecting information and the network components ble configured appropriately before the
execution of a handover. In FMIP, the terminal oaquest the serving access router (called Previous
Access Router — PAR) to send it information abota#rget router for a handover (called New Access
Router — NAR). With the received information themeal can form a perspective hew COA.
Moreover, it can request the PAR to start trangmgitbny received packets for the terminal to the
NAR, by having the PAR to establish an appropriatenel between the two routers. To do this, the
PAR will communicate with the NAR to check seveisdues (e.g., the validity of the perspective
COA). When everything is ready the terminal is fiedi by the PAR to hand-off to the NAR. To do
this, the terminal will perform a layer 2 asso@atito the new network (e.g., a WLAN association)
and will send to the NAR a notification to inforintiat it has been attached under its control anel
that the NAR should start forwarding packets foilp to this point, the packets are arriving to the
terminal following the tunnel between the PAR ahd NAR. The tunnel between the two nodes will
remain valid until the terminal completes its bimgli updates with its CNs. Obviously, the
aforementioned description is valid only when thisrenough time for the terminal to collect all the
required information through the old path and theters to be configured appropriately. If however
there is not sufficient time then it is most likehat several operations will be made through tA&®N
resulting in an increased disruption time.
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Figure 1. Basic architecture for FMIPv6 and HMIPv6

In the case of Hierarchical MIP, the target is thiave smaller disruption times by keeping any
signaling exchange inside a pre-defined area. iBhachieved with the use of two different COAs
namely the Regional COA (RCOA) and the Link COA (@€). More specifically, inside a pre-
defined area a new component is introduced, calletility Anchor Point — MAP. This component
actually acts as a “local HA” for the terminalstthemain inside the domain of the MAP. To reach any
terminal, CNs are using a globally visible addr@ss, RCOA). Using this address, the packets will
eventually arrive in the MAP entity. Note that ead as a terminal remains inside the same domain, i
uses the same RCOA. Any packets targeted to theirter are intercepted by the MAP entity and
encapsulated using the LCOA. When a terminal mav&de a domain it may acquire a new LCOA.
This information has to be transferred up to the MMAntity. It does not however needs to be
transferred up the HA of the terminal. This is hessathe HA only knows about the RCOA that is
unchanged as long as the terminal keeps movinddrthie same domain. The only case the HA needs
to be updated is when the terminal moves into tiea ®f a new MAP entity and receives a new
RCOA. HMIP presents several advantages. Firstlpsignaling does not usually require traveling
long distances and remains local. This means tmatrietwork is burdened with less signaling
exchanges and more importantly experiences a antedledover execution time. Moreover, there is
some location privacy for the users since theircexacation inside a domain is not known to the
outside world. However, this solution requires theoduction of a new component (i.e., MAP).
Figure 1 illustrates the operation of FMIP and HMIP

Finally, we briefly present the case of Proxy MIRce it has been selected for the interworking of
future mobile cellular networks (i.e., LTE/SAE). &hmain goal of this mechanism is to execute
mobility management functions in a totally trangwdrway for the terminals. In other words
additional functions are added inside the networ@rier to leave the terminals totally unawarernf a
mobility management procedures. For this, two newcfions are introduced namely the Local
Mobility Anchor (LMA) and the Mobile Access GatewdWAG). The former acts as the “home
agent” for a terminal located inside a specific dom The latter is a function located on an access
router and handles all mobility related signalimg & terminal that is attached to the access router
When a terminal enters a Proxy MIP domain, the ileahcommunicates with a MAG and after being
authenticated, MAG is responsible to contact LMAI aneate a bi-directional tunnel among them for



the specific terminal. The MAG function is respdsito keep track of any movement from the
terminal and update accordingly the LMA.

Although there has been vast research effortsuelde mobility management protocols, until now
there has been no real adoption of these protacasery day life. There are many reasons for this.
First of all, standard MIP cannot easily suppodl time services when the disruption time during a
handover is measured to be in the order of sonmengec Moreover, the specifications are considered
to be quite “heavy” to be executed on small mobkihel devices. Finally, operators are in favor of
network based MIP solutions such as PMIPV6. Ob\jotere are several open issues to be dealt like
how to combine the aforementioned techniques tieaetbetter results and also how these protocols
can be combined with the appropriate QoS suppochargésms.

QUALITY OF SERVICE MECHANISMS

QoS mechanisms rely on prioritizing some trafficeovother less important/urgent data. The
prioritization usually aims at providing guaranteednimum bandwidth, and occasionally other
parameters, such as guaranteed maximum delaysiteerd The specifics of QoS provided depend
directly on the underlying link-layer technologydathe provisions it is able to make. However, the
common attribute in all QoS service provisioningesoes is that in order to provide different sersice
to packets belonging to different service groups, tetwork, i.e. the routers that comprise it, must
have a way to differentiate between the packetsother words, the existence of some packet
classification criteria at each router is the sthgbmmon attribute in every QoS architecture sofuti
in the Internet.

The existence of the packet classification mechagig every router along the data path implies
more or less two other distinct functionalities:
« QoS state maintenance at each router, and
« QoS signaling, to establish, maintain and teardthernQoS state.

The Internet community introduced the Integrateds/ies (IntServ) architecture (Braden, Clark &
Shenker, 1994) to implement the vision of end-td-€poS services into specifications. IntServ
supports end-to-end signaling, QoS state estabéishrand management for per-flow differentiated
treatment in intermediate routers along the dath. jighe signaling protocol that emerged to meet the
Integrated Services requirements is RSVP (ResawSerVation Protocol) (Braden, Zhang, Berson,
Herzog & Jamin, 1997). The IntServ architecture designed to facilitate every QoS element (router
functionality, signaling, and accounting) in a figeained manner. To achieve this goal, IntServ was
founded on the underlying assumption that a homegesn Internet environment equipped with
IntServ enabled routers and end hosts would bedhenon case.

The IntServ architecture in general and the RS\Rogpl in particular received criticism, mainly
due to the scalability issues raised by the stat@tenance for every data flow in intermediate eosit
across the end-to-end path. The Internet commuattsidered, therefore, other alternatives to the
QoS provision problem. This time, the target wabghtweight QoS architecture putting as little
burden in the routers as possible and providingseegrained traffic prioritization based on the
statically contracted Service Level Agreements (SLBetween users and the network. SLAs specify
the amount and types of traffic each side has dgi@send and receive. The outcome was DiffServ
(Differentiated Architecture) (Blake, Black, Cansdavies, Wang & Weiss, 1998).

DiffServ networks are statically configured to saogpa small set of QoS levels (PHBs — Per Hop
Behaviors) and do not use any QoS signaling faie stgtablishment and maintenance in routers.



DiffServ routers prioritize the data packets acoggdo a 6-bit field in the IP packet header (DSCP,
DiffServ Code Point) that reflects the requestedSQevel. This procedure results in aggregating
reservations for different users sharing the saro8 @vel. Appropriate packet marking takes place
either at end-hosts or at DiffServ edge routersfeethe traffic enters the DiffServ network. Diff8e
edge routers perform, in addition, traffic clagsifion and traffic conditioning procedures (inchgli
metering, marking, shaping and policing) based tmn dontracted SLAs. In other words DiffServ
establishes a minimum, static QoS state at eadierraeliminating any QoS signaling and QoS state
differentiation, the opposite of the ultra-fine igied IntServ approach.

MPLS (Rosen, Viswanathan & Callon, 2001) employomewhat similar treatment to packets as
does DiffServ. It assigns each packet an MPLS |é&klbit header) and forwards it in the interior of
an MPLS network solely based on the value of tladiel, without any packet inspection. The
difference to the DiffServ approach is that the MPhetwork creates MPLS paths for each different
label throughout the MPLS network, and forwards theckets through the established paths.
Traditional IP routing is not employed inside thePMs network, and the provider has ample
opportunities to configure the service receivedval as the path taken for each individual MPLS
label path. Note that MPLS was not designed as anm& provide QoS but rather a faster way to
route packets. However, it has been recognizedithdiuilt-in functionality can be used for QoS
purposes if handled appropriately.

The realization of the fact that the Internet is cancatenation of technologically and
administratively different domains (Autonomous 8yss$ - ASs) led to the identification of separate
QoS techniques for the efficient support of intaad inter-domain QoS. Thus, a two-tier resource
management model was proposed in (Terzis, Wangw®g@aZhang, 1999), with the intra-domain
QoS signaling performing resource management ingidmain, and the inter-domain signaling
managing resource allocation between domains. Whetiers must be closely coordinated to enable
provision of the necessary end-to-end QoS supfdre. two-tier model increases the degrees of
freedom regarding end-to-end QoS support, sincé damain is free to choose any QoS support
mechanism for allocating resources internally, asglas proper co-operation takes place with the
respective inter-domain signaling protocol.

ER —_ Inter-domain Signaling
Edge Router

eecee Intra-domain Signaling
End-Host Data

Figure 2. Two-tier QoS signaling

The two-tier signaling architecture, illustratedrigure 2, implies that each domain is allowed to
use its own QoS mechanism or protocol internaljowang for concatenation of the various
heterogeneous domains. The provision, however, mf-te-end QoS requires that appropriate
interworking between the intra- and the inter-dom&oS protocols take place at the domain
boundaries. Multiple configurations are possibléhwhis approach, including both fine- and coarse-



grained QoS schemes, in the intra- and the intarado signaling, depending on the flexibility and
simplicity desired to achieve.

One of the important trends in multi-tier QoS scheris the de-coupling of QoS state (as in packet
classification and resource reservation) and QgB8ating state. An example of that scenario is the
maintenance of individual flow signaling state s Q0S signaling capable border routers and packet
marking to impose intra-domain specific QoS hargl(ire. DiffServ marking or MPLS labeling).

A side-effect of the two-tier architecture is theed to maintain both intra- and inter-domain QoS
state at the border routers as well as to perfdrennecessary mapping and parameter translation
between them. As such, the QoS state (and by eatetise QoS signaling if needed) needs to be
implemented for both intra- and inter-domain sigmgakt the border routers performing the necessary
transitional steps. The gain from imposing suclv@mpmlexity weight on the border routers is the bare
simplicity of the internal routers and the minin@dS state and signaling needed. An extensive review
of the tradeoffs imposed on the specific paradigan be found in (Vali, Paskalis, Kaloxylos &
Merakos, 2004).

There are only a few alternatives for aggregatigmading information. Arguably, the most
straightforward way to aggregate signaling is teuse the existing signaling protocol (Baker,
Iturralde, Faucheur & Davie, 2001). Using a sin§l8VP reservation to aggregate other RSVP
reservations across a transit routing region cdsest@ls the signaling state inside that region Bt ju
one entry. Other approaches completely dismissisieeof RSVP and propose their own mechanisms
for aggregation purposes. The DARIS (Dynamic Aggtem of Reservations for Internet Services)
architecture (Bless, 2002) assumes the existeneecehtral resource management entity inside each
DiffServ domain that has a complete knowledge aouirol of the resources inside the domain.
DARIS enables the creation of an aggregate betweerarbitrary domains as soon as a threshold of
active common reservations between the two donigiesceeded.

Aggregate

Destination

Figure 3. Signaling state aggregation toward domaih



A couple of other aggregation techniques focusha@réservation at the AS (Autonomous System)
level. A scheme designed for aggregate inter-dom#age between heterogeneous domains
(Autonomous Systems) is the Border Gateway Reserv&rotocol (BGRP) (Pan, Schulzrinne &
Hahne, 2000). BGRP operates end-to-end only betwd@main border routers and aims at
aggregating reservations between domains imprascatpbility. BGRP uses the sink-tree aggregation
approach and performs reservation aggregation ligibg a sink tree for each destination domain
(Figure 3). Reservations from different source dioghat are destined towards the same destination
domain are aggregated along the path, forming k-teé® rooted at the destination domain edge
router. The Shared-segment based Inter-domain @okggregation Protocol (SICAP) (Sofia, Guerin
& Veiga, 2003 ) is another approach for supportaggregate inter-domain reservations between
Autonomous Systems (ASS).

The need for a generic Internet signaling framewedkio the development of the NSIS framework
(Hancock, Karagiannis, Joughney & den Bosch, 20R9LS consists of two layers, the underlying
General Internet Signaling Transport (GIST) (Schiole & Hancock, 2009 and the application
specific NSIS Signaling Layer Protocol Protocol (I(®$, which in the QoS case is the Q0S-NSLP
(Manner, Karagiannis & McDonald, 2009). The QoSediesignaling protocol of NSIS is similar in
concept to RSVP, dealing with individual flows, andhintaining soft state for each of them. The
important difference regarding mobility interacti@nthe choice of a Session ID irrelevant to the-en
point location identifiers (IP addresses).

Each of the proposed QoS schemes provides a mdesodifferent packet classification option
for the packet flows. Table 1 lists some of those:

RSVP 5-tuple <Protocol, Source Address, Source Padtination Address, Destination
Port>

DiffServ DiffServ code point (DSCP) — a 6-bit fidlhlthe IP TOS field

MPLS MPLS Label stack (shim header)

QO0S-NSLP | Packet classifier object (more flexibl@tiRSVP’'s 5-tuple)

Table 1. Packet classification arguments

Two- or multiple tier models usually employ a simacket classification approach (DiffServ or
MPLS), enjoying the fast and stateless operatiorite intra-domain packet classification. The inter
domain packet classification, as well as the nesgssignaling state required, is a much biggereissu
If end users are capable of QoS signaling, i.euesting and receiving specific time- and service-
based QoS, then either RSVP or QoS-NSLP is usegydbket classification criteria are session-based
and the signaling state contains information aleach session. If only AS border routers handle QoS
provisioning, then the packet classification malf se simple (i.e. DiffServ), but the signalingagt
contains information about session aggregations.

The most relevant to QoS and mobility managemetetraction attribute is the content of QoS
signaling state, and especially the identity ofrestate. Table 2 presents the signaling state ained
for some of the presented QoS proposals:



RSVP 5-tuple <Protocol, Source Address, Source , PDsstination Address,
Destination Port>

DiffServ None

MPLS None

BGRP Autonomous System Number

SICAP Intermediate border router (Intermediate Qgragation Location — IDL)

DARIS Intermediate router or AS

QOS-NSLP Session ID (random 128 bit number)

Table 2. Packet classification arguments

MOBILITY AND QOS INTERACTION

The most important clash between IP mobility manag@ assumptions and IP QoS assumptions is
the consideration of the IP address as an immutaleletifier for the end host. The historic dual
consideration of the IP address as a geographaitigigcal qualification and a unique identifier
provides many advantages when networked deviceotimove. In our post-classic era, though, this
is no longer the case, and mobility consideratitictate the use of several IP addresses from a node
as it moves and changes points of attachment. dime $ogic applies to multi-homed devices, which
connect to multiple networks simultaneously, segkiptimal connectivity.

The optimum utilization of access networks rescsirge a critical issue, especially in large
domains, containing a significant number of wirsldsvices. In such networks, the administrator has
to deal not only the scarce resources on the wgsdiaks, but also with the efficient utilizatiof the
expensive resources in the link(s) to the upstrzim

This task becomes more challenging when the wieealevices are also mobile ones.If no special
care is provided mobile terminals face long serdiseuption times. Moreover, the delay to reorganiz
reserved resources in the end-to-end path (reseseerces in the new path and release the onhe in t
old path) results in a waste of network resouroegHis time period. This percentage is expectdokto
significant when a large number of mobile terminedsides in the access network or when the
terminals demonstrate a high mobility rate.

Interaction with RSVP

The existing QoS protocols, such as RSVP, do netant well with the IP address change, imposed
by Mobile IP. If a mobile host (MH), with estableth RSVP data flows, performs a network layer
handoff, it acquires a new IP address (Care of 8sklr COA) (Perkins, 2002; Johnson, Perkins &
Arkko, 2004), and a new round of RSVP signalinghaxges must be triggered. RSVP creates soft
session states in every intermediate router ofrdfééic flow. Each session is uniquely identifieg the
“Session” object, which is defined by the tripldDestAddress, DestPort, [Protocolld]>. Thus, the
downlink reservation (the packet flow toward thehie) becomes invalid, when the DestAddress
parameter is modified due to mobility. The new nklre-establishment is also affected, since the
RSVP “Path” messages sent by the MH contain its iewaddress in the “Sender Template” object.
These messages sent and received by the MH avit$atation are considered to correspond to a new
session, and generate a new “Path” state (Bradéhaag, 1997).

The major problems emerging from this mobility-Qo&raction are: (a) the sessions from and to
the MH may not receive expected QoS treatment(lanthe reserved resources that correspond to the



old COA will not be available to other traffic unthe RSVP soft states expire thus, becoming what
we will refer to asstale sessionandstale reservationsrespectively. As illustrated in Figure 4, when
the MH switches to a different point of attachmantl assigns itself a new IP address, end-to-end
RSVP signaling (Path/Resv messages) must travhesendgtwork in order to re-establish the QoS
reservation pointing to the current COA of the MH#breover, explicit teardown of the stale sessions
(through PathTear/ResvTear messages) may be adifiaither by the MH or the correspondent node,
in order to avoid resource waste until the statemeations expire.

~—® pagth/Resv

<— PathTear/ResvTear

Core Network

Access Network

Handoff
»

~ -
~ -

Figure 4. Handoff and RSVP interaction

The research community has identified the needeféicient interaction between mobility and
QoS, and has proposed a number of different appesao the problem. The various proposals try to
meet the diverse requirements (Chaskar, 2003) ffifferent angles.

To minimize the time needed for re-organizationtlod network resources, proposals included
RSVP modifications and extensions that deal withtext transfers between successive access routers
(Kempf, 2002), proactive reservations to neighbgiccess routers with the use of mobile agents for
reserving passive or pseudo-reserved resourcesnubticasting in hierarchical or not domains
(Talukdar, Badrinath & Acrarya, 2001; Huang & Ch&003; Lee, Kim, Chanson, Yu & Lee, 2003;
Chang, Lee & Lee, 2005; Tseng, Lee, Liu & Wang, 200hen & Huang, 2000). These solutions
address the time minimization issue on the cosboiplex procedures.

Other researchers suggested that one needs tthéntross-over router for a moving terminal and
simply reconfigure the network in a way that theowgrces of the old branch are now reserved in the
new branch (Moon & Aghvami, 2001, 2004). Some psai® limit their scope to an administrative
domain (e.g. an access network) and propose attbdifications to RSVP (Manner & Raatikainen,
2003 ) or the addition of functionality to crosseovouters (Paskalis, Kaloxylos, Zervas & Merakos,
2003).



The obvious solution to the state modification mfiehandoff is the de-coupling of state session
identification from end point IP addresses. Onéhefproposals suggested modifying RSVP signaling,
so that a unique session identity (possibly a ramddeger) was included in the Session and Sender
Template fields (Thomas, 2002). The message priogeagdes should also be modified to deliver the
same QoS to packets originating or destined tcewifft IP addresses, but conforming to the same
session ID. Similar approaches were suggestedhmsn(3.o, Seah & Ko, 2000), where the immutable
Home Address assumes the role of session ID, and &Ko, 2000), where the IPv6 Flow Label is
the session reference identifier. The urge to er@asignaling protocol with a mobility-immutable
Session ID gave birth to the creation of the IETEHSIWorking Group and the proposal of a suite of
signaling protocols, which dealt with RSVP shortaogs.

Interaction with QoS-NSLP

The development of QoS-NSLP had one particulaufeategarding mobility considerations. QoS-
NSLP decouples QoS state and flow identificatiddession ID (SID), a cryptographically random
number, which is probabilistically globally unigus,the state reference object. The NSIS Transport
Layer Protocol (GIST) notices when a routing patkogiated with a SID changes, and provides a
notification to the NSLP. It is then up to the NSto update the state information in the network (T
Sanda, Fu, Jeong, Manner & Tshofenig, 2009). Ttheseffect is an update to the states, not a full
new request.

The actual signaling and state re-establishmenttei@énce burden imposed on the network
depends on the location of the cross-over routex (outer where the old path and the new path
converge), and whether the mobile end point chafgedidresses or not.

MH R1 R2 R3 R4 CN
Reserve
> Reserve
P Reserve
. Reserve
Notify
¢
Reserve(T) Respons
P
Respons
Respons

Respons

Figure 5. Message exchange after a handoff in Q8SMN

Figure 5 illustrates the typical message exchang®bS-NSLP after a handoff, where the mobile
host (MH) switched points of attachment and pogsilhlanged its IP address. To re-establish a QoS
reservation with its corresponding node (CN), iedeeto re-initiate the reservation procedure sendin
RESERVE messages along the new data path towar@Nh&he first QoS-NSLP aware router that
receives a RESERVE message that contains the sassiof ID, but different Sl (Source
Identification Information) or MRI (Message Routifrformation), realizes that one of the end points



performed a handoff and that itself is the crossowater (CRN) for the specific session involving a
handoff.

For the part of the path that did not contain ass®n state, (i.e. the MHCRN part), Connection
Admission Control, and state establishment mugtrbeessed as with any new QoS request. For the
part of the path, though, after the crossover rofite. the CRN. CN part), the implications of QoS-
NSLP signaling are just state updates to refleetrtew conditions regarding the IP address of the
mobile host, and, consequently, performed muclerfasid easier.

The crossover router can also issue a NOTIFY tovthedprevious location of the MH, which
travels hop-by-hop, until it reaches its old accesger (R1). R1 figures out that MH has left its
network service and sends a teardown request REEER\oward the other end of the session, i.e.
the correspondent node, which destroys QoS sthaiag the way. CRN intercepts this message and
discards it, since its purpose was to free thervederesources in the now stale part of the ol@ dat
path (i.e. R1. CRN).

The use of Qo0S-NSLP solves one of the biggest ipediility problems between mobility
management and QoS setup. Despite these effogsnéled for end-to-end signaling has not
disappeared, since state updates regarding theetpalassification scheme employed, must be re-
installed along the data path. Note also that dalaed signaling is desired, one must deploy a
mobility management protocol such as HMIP, thatlési’ the movement of the mobile host inside an
HMIP domain, presenting a stable IP address adthé€OA to the outer environment.

Aggregation Resources and mobility

As already mentioned, there are only a few altéreatfor aggregating signaling information.
Their main operation is to aggregate a large nursbesignaling states into a single state through a
specific path located between one aggregation aadie-aggregation point. As it is obvious, between
these two points any signaling information for aedfic flow is lost. This functionality is
advantageous for fixed terminals since it elimirateast number of signaling states, especially from
the core network routers.

Future scenarios expect users to be able to viéytisandoff their connections from one radio
access technology to another or even dynamicalgcséo switch from one Operator, or Internet
Service Provider, to another (e.g., handover froldtLAN to/from WIMAX, UMTS etc). In these
cases it is possible that the new end-to-end pétiough sharing a large segment with the old one,
will not include the previous aggregation or detaggtion points. Since the intermediate routers do
not have any means to recognize that some resooavesalready been reserved, under an aggregated
signaling state, they will attempt to reserve freeratch new resources. Thus, resources needrée be
established in an end-to-end fashion, despitedbethat a portion of the previously establisheth pa
could be re-used. This is actually a problem simitathe one arisen for the interworking between
MIP and RSVP.

The existing standard and the few alternative psajgohave not been designed to deal with this
problem. Thus, additional functionality is needéd.possible solution to this problem has been
proposed in (Kaloxylos, Vali, Paskalis, PanagiotGenianakis & Zervas, 2006) where appropriate
extensions to BGRP have been designed. However $ire signaling aggregation problem has not
solved yet, we note that any future solution shdake into consideration the inefficiencies thatyma
be caused by the mobile terminals.



Conclusions

In this book chapter we present the main mobilignagement protocols that are present in the
Internet and the QoS protocols that attempt toesthe end-to-end QoS support. In the last category
we also present protocols that deal with the agdieg of QoS signaling states. Our aim is to idgnti
the problems that arise from the interworking oésh mobility management and QoS support
protocols. The chapter identifies open issues, @vehe latest standardization attempts and pravide
hints on how these can be tackled.
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