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Abstract— A flow rejection algorithm for the dynamic RSVP
(dRSVP) is proposed. dRSVP is an enhanced version of RSVP,
aiming at providing dynamic Quality of Service (QoS) support in
a variable bandwidth environment through guarantees of ranges
of bandwidth instead of specific values. Flow rejection occurs
when the channel quality decreases to a level that even the
minimum bandwidth requirements per flow cannot be fulfilled.
The proposed algorithm aims at significantly improving the flow
dropping probability, without affecting the bandwidth utilization.
Its operation is based on setting priority classes and rejecting
the minimum required number of flows per class, in order to
guarantee QoS to the remaining. Both mathematical analysis and
simulation results show that the overall flow rejection probability
can be significantly reduced.

I. INTRODUCTION

Next generation networks are expected to rely on the
Internet Protocol (IP) as their fundamental instrument for
data transmission. Besides basic accommodation of data,
guarantees for specific Quality of Service (QoS) should be
provided, implied by the use of advanced network applications,
such as voice and video-conference. On the other hand,
next generation networks will incorporate a wide range of
access systems, including both wired and wireless. Especially
wireless local area networks (WLANs) are becoming more and
more popular and tend to replace in many cases the traditional
wired LANs [1], [2]. To interwork with wired IP networks,
WLANs have to incorporate QoS mechanisms for fixed IP,
such as Integrated Services (IntServ) [3], which is mainly
targeted for access systems.

The Resource Reservation Protocol (RSVP) [4], [5] is the
most popular signalling protocol in IntServ for requesting
QoS per flow and setting up reservations end-to-end upon
admission. This approach is problematic in wireless links, due
to the variable available bandwidth they provide, as a result
of factors such as interference, fading and node movement.
To address this problem, RSVP extensions and modifications
have been proposed in the literature, and one of the most
promising ones is the so-called dynamic RSVP (dRSVP) [6].
dRSVP modifies the existing RSVP standard, in order to
request ranges of QoS instead of specific values. In case the

channel quality falls to a level that not even the lowest values
can be guaranteed for the admitted flows, the network has to
reject one or more of them to maintain QoS to the rest.

One of the key components of dRSVP over wireless, in
terms of performance, is the flow rejection algorithm. The
initial proposal [6] describes a simple algorithm that discards
randomly a number of flows, to reduce the total bandwidth
requirements below the offered limit. In this paper, we pro-
pose a more sophisticated flow rejection algorithm, trying to
significantly improve the performance of dRSVP, especially in
terms of flow dropping probability. With minor adjustments,
the same algorithm can also be used in RSVP over wireless
as well. To show and measure the performance improvement,
we use both mathematical analysis and simulations.

The paper is organized as follows. Section II briefly dis-
cusses prior work on dRSVP, to give the background. In
section III, the proposed flow rejection algorithm is described
in detail. The mathematical analysis of section IV shows that
the proposed algorithm outperforms the original algorithm
under all traffic and channel conditions. Moreover, in section
IV a simulation model and results are presented to assess the
performance improvement attained by the proposed algorithm.
Finally, section V presents our conclusions.

II. DESCRIPTION OF DRSVP

RSVP was designed to enable hosts and routers to commu-
nicate with each other in order to setup the necessary states for
Integrated Services support. RSVP defines a communication
“session” to be a data flow with a particular destination and
transport layer protocol, identified by the triplet (destination
address, transport-layer protocol type, destination port num-
ber). Its operation only applies to packets of a particular
session, and therefore every RSVP message must include
details of the session to which it applies [4]. In the rest of
the paper, the term “flow” is equivalent to “RSVP session”.
The RSVP protocol defines seven types of messages, of which
the PATH and RESV messages carry out the basic operation
of resource allocation [5].

In contrast to the stable links used in fixed networks, band-
width of wireless links is subject to variations due to factors,
such as interference, fading, and node movement, which cause



changes in transmission quality. A static resource reservation
based approach (such as RSVP) exhibits low performance in
a variable bandwidth environment. For example, if available
resources are reduced after admission control, the network may
not be able to meet commitments for flows that have been
successfully admitted.

To better handle this problem, dRSVP uses ranges of traffic
flows specifications, instead of absolute values. The benefit is
that intermediate nodes can adjust allocations, as long as these
are within the specified ranges, depending on changes of the
available bandwidth in the output links.

The main extensions of dRSVP, compared to the standard
RSVP, are listed below:

1) An additional flow specification object (FLOWSPEC)
in RESV messages and an additional traffic specification
object (SENDER TSPEC) in PATH messages have been
introduced, so as to describe ranges of traffic flows.

2) An admission control process has been added, able to
handle ranges of required bandwidth.

3) A bandwidth allocation algorithm has been introduced
that divides the available bandwidth among admitted
flows, taking into account the desired range for each
flow, as well as any upstream or downstream bottlenecks.

4) Finally, a flow rejection algorithm has been added, for
determining the flows that have to be rejected when the
available bandwidth is insufficient to fulfill all require-
ments.

A complete description of dRSVP can be found in [6]. Here
we focus on the last point, the flow rejection algorithm, since
its operation significantly affects the overall performance of
the protocol.

In case the capacity is insufficient for maintaining even the
minimum of the required ranges for all flows, one or more
flows must be rejected. This can occur in two cases:

i When a new flow requests admission. If bandwidth
is insufficient, the admission control will not allow
the new flow to be accepted.

ii When the overall available bandwidth is decreased
to a point that the minimum requested bandwidth per
flow cannot be maintained for all flows. In this case,
one or more of the flows have to be rejected, in order
to maintain the reserved bandwidth for the rest of the
flows within limits.

Flow rejection can be performed through standard RSVP
signalling (RESV Tear, PATH Tear). The algorithm described
in [6] rejects flows randomly until the total requested minimum
bandwidth is reduced below the available capacity. This can
lead to low efficiency, in terms of flow dropping probability
and bandwidth utilization, as it might tear down:

1) more flows than necessary (this can happen when
a large number of flows with low bandwidth require-
ments is randomly selected for rejection, instead of
a smaller number of high bandwidth flows),

2) high priority flows (if the algorithm does not differ-
entiate the flows, it can reject high priority instead

of low priority flows), or
3) flows that utilize a big portion of the available

bandwidth (leading to low bandwidth utilization).

In the next section, we propose an algorithm that tries to
avoid these situations, leading to lower dropping probability,
especially for high priority flows. At the same time, the
proposed algorithm maintains the overall bandwidth utilization
at similar and slightly improved values.

III. THE FLOW REJECTION ALGORITHM

In the proposed algorithm, three criteria are considered in
order to provide fair and efficient rejection:

1) Reject the lower priority flows first. In order to achieve
this, a scheme is needed, that classifies flows into a
number of priority classes. The priority classes may be
defined according to a number of criteria, such as the
flow type, characteristics, requirements, or willingness
of the user to pay (tariffs). In its simplest form, the
classification scheme can use the transport-layer protocol
type included in every session identification triplet, to
classify flows. For example, UDP flows can be consid-
ered as high priority, as they usually carry real time
data, while TCP flows can be considered as low priority.
Alternatively, an extra specification parameter can be
introduced in every PATH and RESV message, referred
to as CLASS SPEC, containing the flow priority. Con-
sidering M priority classes, CLASS SPEC can take
values in the range [1, . . . ,M]. This parameter could
be set by the sender when a communication session is
initiated.

2) Minimize the number of rejected flows. If there are
more that one sets of flows that can be rejected, then
the set with the fewer members (i.e., flows) should
be selected for rejection. This criterion prevents from
rejecting a large number of low bandwidth flows.

3) Prevent underutilization. This could happen if the
algorithm chose to reject one or more flows with
large bandwidth requirements. Accordingly, the algo-
rithm should reject a set of flows that leaves a total
minimum required bandwidth lower than but as close to
the available as possible.

It is clear that these three criteria could conflict with each
other. For example, there could be a case where the smaller
set of flows that could be rejected belongs to a high priority
class, or results in poor utilization of the available bandwidth.
For this reason, some sort of ordering of the criteria should
be defined. The ordering assumed hereafter is the order in
which the three criteria were presented above. Accordingly, the
algorithm will start rejecting the flows belonging to the lowest
priority class, before proceeding to the higher ones; it will then
try to minimize the number of rejected flows within each class,
and finally to maintain as high utilization as possible.

More specifically, the algorithm is effected when the avail-
able bandwidth of the wireless link falls below the total
minimum requested bandwidth of all flows. Assuming an



ascending list of flows {fi1, fi2, . . . , fini
} in each priority

class Ci, according to their minimum bandwidth requirements,
the algorithm starts with the first flow f11 of the lowest
priority list C1 and checks if, by rejecting it, the total required
bandwidth falls below the available. It continues traversing the
list until

i) either such a flow is found, or
ii) the end of the list is reached.

In case (i), it rejects the flow and stops, since the total
minimum required bandwidth is below the available. In case
(ii), it rejects the last flow of the list f1n1 (the one with
the maximum bandwidth requirements in the list) and starts
over from the beginning of the list. If all of the flows in the
list are rejected (i.e., all the flows of the particular class), it
continues with the flows of the next higher priority class C2,
and so on, until the total minimum requested bandwidth falls
below the available, or until all flows have been rejected. At
the end, the difference between the total minimum requested
bandwidth of the remaining flows and the available bandwidth
is proportionally shared among flows, as long as none of the
flows gets more than the maximum bandwidth requested.

The same flow rejection algorithm can also be used in the
case of standard RSVP over wireless, by simply assuming that
the range of bandwidth requirements degenerates to a single
value (i.e., minimum and maximum requested bandwidth have
the same value).

IV. ANALYSIS AND SIMULATION RESULTS

A. Mathematical Analysis

In this section, a simple mathematical analysis is presented,
in order to compare the proposed and the original flow
rejection algorithms in terms of the mean number value of
flows dropped.

We assume a single priority class and a single channel
transition from a “good” state, of infinite bandwidth, to a “bad”
state of finite bandwidth equal to B. Given the number of flows
present in the system, n, we seek the mean number N̄n,B of
flows dropped, if the channel turns in the “bad” state with
available bandwidth B.

For a single priority class the original and the proposed
algorithm can be described as follows:

Original dRSVP rejection algorithm: If the sum of minimum
requirements of the n flows is greater than B, start dropping
flows randomly, until the sum falls below B.

Proposed dRSVP rejection algorithm: Sort the flows in an
ascending order according to their minimum requirements
and drop the smallest flow that renders the remaining total
minimum requirements less than B. If none is found, drop
the largest one from the list and continue with the remaining
n − 1 flows, until the sum of minimum requirements falls
below B.

Before proceeding with the analysis, we establish our no-
tation. Let Li denote the minimum bandwidth requirement
of the ith flow, i = 1, . . . , n. We assume that {Li}n

i=1 is a

sequence of independent and identically distributed random
variables with probability density function (p.d.f.) f(x). We
further assume that Li, i = 1, . . . , n is uniformly distributed
in the interval [Ll, Lh]. The ordered minimum bandwidth
requirements are denoted by {L′

i}n
i=1, that is

Ll < L′
1 < L′

2 < · · · < L′
n < Lh (1)

Let Sn denote the sum of the n random variables
L1, L2, . . . , Ln, which is equal to the sum of the ordered ran-
dom variables L′

1, L
′
2, . . . , L

′
n. Under the original algorithm,

each dropped flow contributes an average reduction on the
consumed bandwidth equal to (Lh + Ll)/2. Therefore,

N̄n,B =
E[Sn] − B

(Lh + Ll)/2
(2)

where E[·] is the expectation operator. Under the proposed
algorithm, dropping more than one flow requires to drop the
largest one first. Therefore, all the flows dropped will have
minimum bandwidth demands greater than a value, L′, in the
range [Ll, Lh]. However [7], if U ′

1, . . . , U
′
m denote the order

statistics of a set of m uniform [Ll, Lh] random variables, then,
given that U ′

1 = L′, U ′
2, . . . , U

′
m are distributed as the order

statistics of a set of m− 1 uniform [L′, Lh] random variables.
In this case,

N̄n,B =
E[Sn] − B

(Lh + L′)/2
(3)

which is smaller than the corresponding value in (2). L′ can
be estimated through the relation

N̄n,B/n = (Lh − L′)/(Lh − Ll) (4)

Figure 1 shows the mean number of dropped flows for
different values of the available bandwidth in the bad state,
using the mathematical analysis described above with E[Sn]
estimated using the Central Limit Theorem. We consider n =
100 flows having minimum requested bandwidth a randomly
chosen number in the range [10, 100]. As can be observed,
the performance is better for medium values of the bandwidth
B in the range (1000-3000), where the improvement can be
as high as 35%. For very small (close to zero) or very large
values (> 5500) of the available bandwidth, both algorithms
reject almost all or none of the flows respectively.

Next, we investigate the relative improvement of the pro-
posed algorithm as a function of the interval length of the
minimum requested bandwidth under the same traffic load
conditions, i.e., same value of mean minimum requested
bandwidth (µ = (Lh + Ll)/2). To this end, in Figure 2 we
plot η = ∆N̄n,B

n , where ∆N̄n,B denotes the difference of
the mean number of dropped flows under the original and
the proposed algorithm, versus the parameter σ/µ, where
σ is the standard deviation of a random variable uniformly
distributed in the interval [Ll, Lh]. In each case, n = 100,
B = 2000 and µ = 55. As can be observed, the performance
of the proposed algorithm increases with the interval length,
since there is a variety of flows with different minimum
bandwidth requirements to choose from. Therefore, the pro-
posed algorithm is expected to perform better in environments
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Fig. 1. Mean number of dropped flows vs. Bandwidth (Analytical and
Simulation Results)

with diverse network applications, where the variability of
bandwidth requirements is larger.
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B. Simulation Model and Results

In this section, instead of the simple analytical model used
in the previous section, a system model that captures the full
functionality of the algorithm is defined and used to evaluate
the performance of the proposed algorithm via simulation.
This simulation model has been developed using the MATLAB
programming tool [8], and is described below:

1) The model considers flows belonging to three different
priority classes, C1=Low, C2=Medium and C3=High,
although the algorithm can work with any number. The
proposed algorithm starts dropping flows belonging to
priority class Low, as described in detail in the previous
section.

2) Each priority class includes a mix of flow types with
different minimum bandwidth requirements. We assume
that the type of a flow is an independent discrete random
variable (an example is given in Table I).

3) The number of active flows is not constant. In each
class, flows arrive according to an independent Poisson
process. Flow durations are assumed exponential inde-
pendent random variables.

4) The channel can be found in two states, ‘good’ or ‘bad’,
offering two levels of finite bandwidth, respectively. The
time the channel stays in each state is an exponential
random variable, thus the channel can be modeled as a
two state Markov chain.

5) New flows are not allowed to enter the system when
bandwidth is not sufficient to satisfy the minimum
requirements of all (existing and new) flows.

To evaluate the performance improvement of the proposed
algorithm, we considered three scenarios, where flows in each
class were generated as in Table 1. As can be observed, the
flow mix included a large number of “light” flows and a
smaller number of “heavy” flows. To experiment with different
conditions, we used different channel capacities and flow
interarrival times per class. In all scenarios, we measured the
dropping probability per class, defined as the average number
of flows dropped divided by the total number of flows in the
class.

TABLE I

DIFFERENT BANDWIDTH REQUIREMENTS PER CLASS.

Flow Types Minimum Bandwidth Requirements Probability

1 0.5 0.6
2 2 0.25
3 5 0.1
4 10 0.05

Scenario 1
Here, we considered a low capacity channel (Table II) and a
range of comparatively large mean interarrival times, resulting
in a relatively small number of active flows at any instance of
time. The mean flow duration was equal to 4 for all flows,
while six experiments were performed with different interar-
rival times per class in the range [0.25, 0.75]. As can be seen in
Figure 3, the proposed algorithm attains lower overall dropping
probability in all experiments, while for high priority classes
C2 and C3 the performance is significantly improved. The
increased dropping probability for C1 is considered acceptable,
since this is the low priority class, including mostly best-effort
flows.
Scenario 2
In this scenario, the channel capacity was increased by a factor
of 5 (Good=300, Bad=200), while the range of mean interar-
rival times was decreased by the same factor ([0.05, 0.15]),
resulting in a considerably larger number of active flows. The
mean dwell time per channel state and the mean flow duration
were as in Scenario 1. Six experiments were performed
with different interarrival times per class, and the results are
presented in Figure 4. Again, the overall dropping probability
is improved significantly, especially for large mean interarrival
times. In this scenario, the dropping probability for C3 was
always equal to zero under the proposed algorithm, while, as



TABLE II

CHANNEL CAPACITY IN GOOD AND BAD STATE.

Channel State Capacity Mean state dwell time

Good 60 8
Bad 40 1
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Fig. 3. Dropping probability vs. Mean interarrival time (Low offered traffic
scenario).

shown in the figure, for C2 it was much lower than the mean
value of the original algorithm.
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Fig. 4. Dropping probability vs. Mean interarrival time (Medium offered
traffic scenario).

Scenario 3
In the last scenario, the channel capacity was again increased
by a factor of 5 (Good=1500, Bad=1000), and the range
of the mean interarrival times was decreased by the same
factor ([0.01, 0.026]), to result in a much larger number of
active flows. The mean dwell time per channel state and the
flow duration were as in the previous scenarios. The results
for different interarrival times within the specified range are
consistent with the previous scenarios, as shown in Figure 5.
In all figures, the gain for the high priority classes (C2 and C3)

is increased for higher interarrival times (i.e., reduced overall
traffic), since the proposed algorithm can reduce the bandwidth
requirements by rejecting mostly flows from low priority class
C1.
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Fig. 5. Dropping probability vs. Mean interarrival time (High offered traffic
scenario).

In all scenarios, the channel utilization of the proposed
algorithm was equal or slightly improved compared to the
original algorithm, indicating that the proposed algorithm does
not effect this parameter. In Table III, we present the channel
utlization results for scenario 2.

TABLE III

MEAN UTILIZATION FOR SCENARIO 2.

Mean interarrival time Original Algorithm Proposed Algorithm

0.05 0.9086 0.9188
0.07 0.8528 0.8601
0.09 0.7579 0.7657
0.11 0.6604 0.6581
0.13 0.5728 0.5719
0.15 0.5051 0.5043

V. CONCLUSIONS

Providing for QoS guarantees in wireless IP environments
is a challenging issue, mainly due to variations of the available
bandwidth offered to the users. dRSVP efficiently handles this
problem by allocating ranges of bandwidth per flow, instead
of absolute values.

In this paper, a flow rejection algorithm was proposed, that
further improves the performance of dRSVP in terms of flow
dropping probability, especially for high priority flows. The
operation of the algorithm is based on setting priority classes
and rejecting the minimum number of flows per class. With
minor adjustments the same algorithm can also be used in the
case of RSVP over wireless interfaces. A simple analytical
model was used to prove the improvement attained by the pro-
posed algorithm. Moreover, simulation results showed that the
total flow dropping probability can be reduced significantly,
while the improvement for high priority classes can be even



more impressive. In all conditions, the algorithm attained a
similar and slightly improved bandwidth utilization.
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