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Abstract

In the single-source unsplittable flow problem, commodities must be routed simultaneously from a common source vertex to
certain sinks in a given directed graph with edge capacities and costs. The demand of each commodity must be routed along &
single path so that the total flow through any edge is at most its capacity. Moreover the cost of the solution should not exceed
a given budget. An important open question is whether a simultan@ois-approximation can be achieved for minimizing
congestion and cost, i.e., the budget constraint should not be violated. In this note we show that this is possible for the case of
2-splittable flows, i.e., flows where the demand of each commodity is routed along at most two paths. Our result holds under
the “no-bottleneck” assumption, i.e., the maximum demand does not exceed the minimum capacity.

0 2004 Elsevier B.V. All rights reserved.

Keywords: Analysis of algorithms; Approximation algorithms; Graph algorithms; Maximum flow; Unsplittable flow

1. Introduction associated demanti > 0,i =1, ..., k. A feasible un-
splittable flow routes for each d; units of commodity
i along a single path fromto #; so that the total flow
through an edge is at most its capacity,.. As is stan-
dard in the relevant literature we assume that no edge
can be a bottleneck, i.e., the minimum edge capac-
ity is assumed to have value at least méxThe cost
c(f) of flow f is given byc(f) =) ,cpcefe. The
costc(P;) of a pathpP; is defined ag(P;) = Zeepi Co.

o A preliminary version of this work appeared in the Proceedings We seek a feasible unsplittable flow whose total cost

of the Cologne-Twente Workshop on Graph Theory and Combina- §ges not exceed the budget. The cost of an unsplittable
torial Optimization, 2004.

In the single-source unsplittable flow problem
(UFP), we are given a directed gragh= (V, E) with
edge capacities: E — R and edge costs: E —
R*, abudgetB > 0, a designated source vertex V,
andk commodities each with a sink vertexe V and

E-mail address: sgk@di.uoa.gr (S.G. Kolliopoulos). flow f given b}: pathsPl, coos P Can_ ajl_so be W.”t_
URL: http://iwww.di.uoa.gr/~sgk. ten asc(f) =) ;_1d; - c(P:). The feasibility question
1 Research partially supported by NSERC Grant 227809-00. for UFp is strongly NP-complete [4] even without a
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budget constraint. An optimization version which has
attracted considerable attention isni mize conges-
tion: Find the smallestt > 1 such that there exists a
feasible unsplittable flow if all capacities are multi-
plied by .

A relaxation of LFPis b-splittable flow, b > 1; the
definition is the same as forRp except we allow the
demand of each commodity to be split along at most
b paths. The paths for a single commodity do not have
to be disjoint; their interaction is regulated by the ca-
pacity constraints in the same manner as with any two
paths for different commodities. If there is no bound
onb orif b > |E|, this yields a standard maximum
flow problem. We will call a maximum flow solution
for the original UrP instance, dractional flow. In this
note we study the simultaneous approximation of con-
gestion and cost for the single-source 2-splittable flow

problem. This corresponds to the strictest possible re-

laxation of UFp as far as the usage of paths is con-
cerned. We slightly abuse terminology and view such
flows as 2-splittable solutions tor.

UFpP was introduced by Kleinberg [4]. It is an
interesting special case of the general multisource
unsplittable flow problem (for the latter problem
see, e.g., [7]). Bp contains several well-known NP-
complete problems as special cases: Partition, Bin
Packing, scheduling on parallel machines to minimize
makespan [4]. In addition EP generalizes single-
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approximation algorithm and this is currently the best
bicriteria bound. Various results ansplittable flows
were obtained by Baier et al. in [1]. The main focus
of their paper is that of finding a maximum value
b-splittable s-t flow. Finding a feasible solution to
UFP reduces to solving optimally a-splittable s-¢
flow instance on an auxiliary network where for each
original commodity: there is an edge of capacity
connectings; to a new supersink vertex As Baier

et al. observe [1] the analysis of any algorithm for
UFP that uses as lower bounds the optima of a frac-
tional flow applies for the single-sourdesplittable
flow problem. Therefore the result of [9] extends to
a (3, 1)-approximation for the 2-splittable case. There
does not seem to be a further connection between the
results in [1] and the formulation we examine.

In terms of negative results, Erlebach and Hall [3]
prove that for WP and arbitrarye > O there is no
(2 — ¢, 1)-approximation algorithm for congestion
and cost unless £ NP. Matching this bicriteria lower
bound is an important open question that has at-
tracted a lot of attention. Such(g, 1)-approximation
is known only for the scheduling probleRip;; = p;
or 0o|Cmax With assignment costs [8]. This scheduling
problem reduces to a®® instance on a 2-level graph
where minimizing congestion is equivalent to mini-
mizing the makespan. We remark that this scheduling
problem is also a special case of the generalized as-

source edge-disjoint paths and models aspects ofsignment problem. For the latter problem a simulta-

virtual circuit routing. The first constant-factor ap-
proximations were given in [5]. Kolliopoulos and
Stein [6] gave a 3-approximation algorithm for con-
gestion which also guarantees a flow cost of value
at most 2 times the optimal cost of a fractional so-
lution. A bicriteria (o1, p2)-approximation algorithm
for congestion and cost is a polynomial-time algorithm
which is guaranteed to output a solution which simul-
taneously has congestion at mpsttimes the optimal
and cost at mosp, times the given budget. In this
notation, [6] gave a3, 2)-approximation. Dinitz et
al. [2] obtained a congestion bound of 2 but their algo-
rithm cannot handle the budget constraint. To be more
precise, their basic result is that any splittable flow sat-
isfying all demands can be turned into an unsplittable
flow while increasing the total flow through any edge
by less than the maximum demand. This result is tight
if the congestion achieved by the fractional flow is
used as a lower bound. Skutella [9] obtaine(al)-

neous(2, 1)-approximation for makespan and cost is
well known [8].

In this note we show that the simultaneai2s1)-
approximation for congestion and cost can be obtained
for the single-source 2-splittable flow problem. The
precise bound we achieve is given in Theorem 2.4,
Better bounds can be achieved fpssplittable solu-
tions withb > 2; we omit the details.

2. Thealgorithm for 2-splittable flow

We setdmax = Maxigi<k di, dmin = MiNigi<k di
for the instance of interest. We assume without loss
of generality that there is a feasible fractional solution
fo for the given WP instancel and thatdmax < 1.
The “no-bottleneck” assumption implies thati, >
1. The cost of the final splittable solution will not ex-
ceed the cost of the initial fractional solutigy. If the
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latter solution is a minimum-cost flow we obtain a best
possible budget. The following result of Kolliopoulos
and Stein [6] will be of use.

Theorem 2.1 [6]. Given a UFPinstance where all de-
mands are powersof 1/2 and an initial fractional flow
solution, there is an algorithm, called POWER-ALG,
which finds an unsplittable flow f that violatesthe ca-
pacity of any edge by at most dmax — dmin and whose
cost isbounded by the cost of theinitial fractional flow.

To solve the 2-splittable flow problem one can
naively break a commaodity into two equal demands
and run an appropriatefp algorithm. The Skutella al-
gorithm guarantees that in the unsplittable solution the
flow on edgez increases frony, to at most &, + dmax.
Together with the fact thatnax < 0.5 for the broken
commodities, this yields .5, 1)-approximation. In-
stead we will break every demanti, i =1,...,k,
into two commodities with demandsg and b; s.t.

a; + b; < d;, and botha; andb; are powers of 12.
In a repairing stage at the end we will ensure that all
of d; is routed.

Let floora(x) denote the largest number which is a
power of /2 and does not exceed We define the
following operator| - |2

if x <1,
if x =1.

floora(x)

1/2 1)

x]2= {
Seta; = |d; ]2 andb; = |d; — a;]»2. Create a new
UFpinstance 2 with 2k commodities where commod-
ity i of I is mapped to two commodities with demands
a;, b;. Run the BWER-ALG of Theorem 2.1 o2 to
obtain a flowf. Observe that <y = [x]|2 < [y]2.

Lemma 2.2. Given the UFP instance 72 with initial
fractional solution f02 one can find an unsplittable
flow f which (i) violates the capacity of any edge
by at most |dmax/2 and (ii) whose cost is bounded
by the cost of the initial fractional flow f2. Flow
f corresponds to a 2-splittable flow for instance 1
which routes a; + b; units of flow for commodity i,
i=1,... k.

The task that remains is to transform the flgiv
of Lemma 2.2 so tha#; units of flow are routed for
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commodityi. By the definition ofa; andb; we have

thata; > %’ andb; > d";"" . Therefore
3d.
ai+b; > Tl’ i=1,... k.

We obtain a flowf’ from f by scaling the flow on
each of the at most twe-7; paths used inf by the
same amount A; € (1, 4/3) so that

Ai(a; +b;) =d;.

This transformation yields a 2-splittable flof which
(i) satisfies all demandd; and (ii) satisfiesf, <
(4/3)ue + (4/3) | dmax]2 for all edgese € E. We dis-
tinguish two cases.

Case 1. dmax > 1/2. Then|dmaxl2 = 1/2. Therefore
fo < (4/3ue+2/3.

Case 2. dmax < 1/2. Then|dmaxl2 < 1/4. Therefore
fo < (4/3)u.+1/3.

We have shown the following lemma.

Lemma 2.3. Given a UFP instance with initial frac-
tional solution fy one can find a 2-splittable flow f’
such that

() f’ satisfiesall demandsd;,i=1,...,k,
(i) f,<(4/3u.+2/3forall e E, and
(iii) thecostof f’ isbounded by at most 4/3 timesthe
cost of theinitial fractional flow fo.

To obtain the bound on the cost we define care-
fully the fractional solution for the instanc€ using
a method proposed by Skutella [9]. The fractional so-
lution f02 is obtained fromfy as follows: for the com-
modities for whichd; = a; + b;, solution f02 sends
flow as fo. For the remaining commodities we de-
crease the flow by; = d; — (a; + b;) along the most
expensive, i.e., higher costs; paths as in [9]. For a
given commodityi, this is implemented through the
following iterative procedure. Find the most expen-
sive s-; flow path PJ, and letf} be its flow amount
due to commodityi. Cancely; = min{f{,d;} units
of flow from it and decreasd; by y;. Remove any
edge whose flow becomes zero and repeat on the re-
maining network by finding the next most expensive
path Pé' and so on until/; = 0. Computing each time
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