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ABSTRACT
Microprocessor power consumption and dependability are both
crucial challenges that designers have to cope with due to shrinking
feature sizes and increasing transistor counts in a single chip. These
two challenges are mutually destructive: microprocessor reliability
deteriorates at lower supply voltages that save power. An important
dependability metric for microprocessors is their radiation-induced
soft error rate (SER). This work goes beyond state-of-the-art by
assessing the trade-offs between voltage scaling and soft error rate
(SER) on a microprocessor system executing workloads on real
hardware and a full software stack setup. We analyze data from
accelerated neutron radiation testing for nominal and reduced mi-
croprocessor operating voltages. We perform our experiments on
a 64-bit Armv8 multicore microprocessor built on 28 nm process
technology. We show that the SER of SRAM arrays can increase up
to 40.4% when the device operates at reduced supply voltage levels.
To put our findings into context, we also estimate the radiation-
induced Failures in Time (FIT) rate of various workloads for all
the studied voltage levels. Our results show that the total and the
Silent Data Corruptions (SDC) FIT of the microprocessor operating
at voltage-scaled conditions can be 6.6× and 16× larger than at the
nominal voltage, respectively. Moreover, changes in the micropro-
cessor’s clock frequency do not have a noticeable impact on its soft
error susceptibility. The findings of this work can aid computer
architects in striking a balance between power and dependability,
thus, designing more robust and efficient microprocessors.
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1 INTRODUCTION
Device miniaturization drives the integration of more and faster
circuits on modern microprocessors. However, this comes at the ex-
pense of increased power consumption, elevating energy efficiency
as a major design issue. The power consumption of a microproces-
sor is affected by its supply voltage and operating frequency [39].
Semiconductor vendors set the nominal supply voltage of micropro-
cessors to a pessimistic level to account for 1) static fluctuations due
to manufacturing and environmental conditions and 2) dynamic
variations of workloads and device degradation [32, 39, 50]. Another
major factor that affects power consumption is operating supply
voltage [39]. The operating voltage of a microprocessor is strongly
affected by the technology node, the static fluctuations (due to
manufacturing and environmental conditions), and the dynamic
variations (caused by workloads differences and device degrada-
tion) [39]. Therefore, to ensure correct execution in all circum-
stances, the nominal voltage is set to a pessimistic level (i.e., higher
than it is actually required) [32, 50].

Exploiting the pessimistic voltage guardbands of microproces-
sors and unveiling the safe voltage levels beyond the nominal con-
ditions is an effective way to reduce power consumption [5, 49, 57].
Recently, there have been several studies on the limitations of
power consumption in modern microprocessors, especially when
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multi-thread applications are being executed [5, 49, 57]. Reduc-
ing the supply voltage can result in considerable power savings
without affecting the performance since voltage has a quadratic
relationship to the dynamic power (i.e., 𝑃 = 𝑎𝐶𝑉 2 𝑓 , where 𝑉 is the
supply voltage, and 𝑓 is the clock frequency) [76]. However, with
aggressive supply voltage reduction, several circuits may fail due
to manufacturing-induced parameter variations [21]. Additionally,
voltage overscaling renders circuits more vulnerable to radiation
effects [29].

Cosmic radiation is a significant source of errors in modern
microprocessor chips, making device reliability issues a critical
concern for several decades [9, 12, 13, 15, 52, 54]. Particularly, high-
energy neutrons interact with the silicon die, creating a secondary
cascade of charged particles. These can create current pulses that
invert the values stored either in SRAM arrays (e.g., cache memo-
ries) or produced by combinatorial logic; this phenomenon is called
a soft error or single-event upset (SEU). Although soft errors are
not permanent, their effects may propagate to the system’s output
and cause malfunctions from minor process crashes to the most
severe class of silent data corruptions (SDCs) [55, 56, 69].

Deviceminiaturization and reduced voltagemargins have further
increased the vulnerability of integrated circuits to transient radia-
tion effects. This happens because state-of-the-art circuitry carries
smaller charges and, thus, can be more easily upset [16, 29, 75]. A
lower supply voltage may make the chip more prone to radiation
effects because the charge required to upset a node is proportional
to the voltage level [16]. Recent studies have shown that voltage
scaling techniques beyond nominal conditions reduce power con-
sumption, but also increase failures due to timing violations in the
control logic [75]. These failures are typically mitigated by com-
bining voltage overscaling with error recovery mechanisms, such
as checkpointing [26]. Semiconductor vendors mitigate soft errors
in CPUs with error recovery mechanisms, which introduce over-
heads and negatively affect power consumption. This can negate
the efficacy of supply voltage reduction techniques. Therefore, it
is unclear whether energy savings from reduced voltage margins
outweigh the overhead of error recovery mechanisms.

Reliability evaluation studies usually consider failures either due
to reduced supply voltage levels of the microprocessor chip [49,
57, 75] or due to radiation-induced phenomena [13, 18]. However,
radiation-induced effects may severely impact the chip operation at
lower voltage levels [22, 27, 79]. A slight increase in the Soft Error
Rate (SER) may deteriorate dependability, especially under voltage
scaling conditions [14, 82, 84]. Prior research [67] analyzed through
simulation how voltage scaling affects the neutron-induced raw
SER of microprocessors’ SRAM structures (i.e., cache memories).
This work goes beyond state-of-the-art by assessing the trade-offs
between voltage scaling and SER on a microprocessor system executing
workloads on real hardware and a full software stack setup. By going
beyond simulations and analyzing the effects of upsets in a real-
world scenario all the way to the software layer, we can better
understand the potential consequences of soft errors that may result
in application SDCs or system crashes.

Specifically, we examine the effects of atmospheric-like neutron
radiation on a modern Arm-based microprocessor operating at re-
duced voltage: the Applied Micro’s 8-core CPU used in X-Gene 2

server. We present and evaluate data obtained from beam exper-
iments (more than 64 beam hours) conducted at various reduced
safe voltage settings beyond the nominal voltage conditions (on
real CPU hardware). We show that the upsets per minute for the
SRAM arrays of the microprocessor chip are increased by up to
40.4% when the chip operates at reduced voltage conditions. To put
our findings into context, we also estimate the radiation-induced
Failures in Time (FIT) of various workloads for all tested voltages,
assuming operation in New York City (NYC) at sea level. Accord-
ing to our FIT rate results, the probability of SEUs resulting in
SDCs when the microprocessor operates at low-voltage conditions
is more than 16× larger than nominal voltage conditions, while
the total FIT rate is 6.6× larger. Our analysis also reveals that al-
though voltage levels substantially influence the microprocessor’s
SER, clock frequency changes do not have any impact. This work
provides valuable insights that can assist computer architects in
making informed decisions in designing efficient microprocessors
while reducing the risks of SDCs and system crashes related to low
supply voltages.

2 BACKGROUND
2.1 Radiation Effects and Error Rate
The interaction of a galactic cosmic ray with Earth’s atmosphere
triggers a flux of particles (mainly neutrons), from which some
reach the ground [35]. A highly energized neutron strike may per-
turb the state of one or more transistors, generating bit upset faults
(i.e., bit-flips) in memory elements or event transients in combina-
torial logic that can be potentially latched in memory elements of
a microprocessor system. Such events, in turn, may lead to errors,
such as a wrong application output or a system crash. Specifically,
a bit upset fault 1) may not affect the application’s output (i.e., the
fault gets logically masked, or the corrupted data is not used) and
2) may be propagated from the hardware to the software layers, re-
sulting in an SDC (i.e., application output is corrupted without any
indication), application crash (i.e., program hang), or system crash
(i.e., the device becomes unresponsive or reboots unexpectedly).
The error rate of an application executed on a microprocessor de-
pends on its sensitivity to memory and logic radiation effects [8, 46],
as well as the probability for the fault to be propagated from the
microarchitecture and the software (i.e., the application) layers to
the system output [53, 70].

Radiation testing is the most effective way to evaluate essen-
tial dependability metrics of microprocessor systems. The dynamic
cross-section (DCS) is commonly used to estimate the vulnerabil-
ity of a microprocessor to radiation-induced events (e.g., memory
upsets, SDCs, application crashes, or system crashes) under a cer-
tain workload, configuration, and environment conditions. In other
words, DCS is a metric that shows the likelihood of a radiation-
induced event occurring when highly-energized particles collide
with the microprocessor, and it is given from the equation below:

Dynamic Cross-Section (DCS) =
Number of Events
Particle Fluence

, (1)

where Particle Fluence defines the number of particles passed
through cm2 area of the chip. The larger the DCS, the more sus-
ceptible the microprocessor will be to radiation-induced memory
upsets and errors. Characterizing the microprocessor’s DCS under a
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certain workload makes it straightforward to calculate the expected
rates of memory upsets, SDCs, and application/system crashes for
a given radiation environment. For example, the average neutron
particle flux in New York City (NYC) at sea level is approximately
13 neutrons per cm2 per hour (valid for the integrated fluence at
neutron energies > 10MeV), which yields the following FIT rate:

FIT = DCS × 13 neutrons
cm2 × hour

× 109 hours, (2)

that is, the average number of failures that occur within one billion
hours of device operation [35].

2.2 SRAM Failures due to Voltage Scaling
SRAM cells can malfunction for several reasons, ranging from en-
vironmental conditions, aging, and supply voltage disturbances to
process and system variation, leakage, etc. The process change can
produce a cell-to-cell shift because depending on which transistor
is affected can lead to different types of failure and different voltage
thresholds for the cell. This variation is mainly observed when the
SRAM dies operate at near-threshold voltage. SRAM failure modes
can be summarized as read, write, read stability, and fault reten-
tion [86]. A read error occurs when the read discharge time takes
longer than the sense amplifier bias, and at the end of a cycle, there
is not enough voltage difference between the bit lines. Therefore,
the stored value cannot be retrieved. Write failure occurs if the
internal node voltage does not reach the desired write-value, result-
ing in an erroneous stored value. A stable read error occurs when
the contents of a memory cell are accidentally reversed during a
read. Finally, the hold error occurs when the operating voltage of
the CPU is lower than its memory’s data hold voltage. A low supply
voltage can cause all these failures, creating faulty cells inside the
SRAM array.

3 EXPERIMENTAL METHODOLOGY
3.1 Server Platform
We use an 8-core 64-bit out-of-order Armv8-compliant microproces-
sor (a custom variant of the Cortex A72 core) that offers high-end
processing performance and targets server systems. The micropro-
cessor includes a subsystem that features a Power Management pro-
cessor (PMpro) and a Scalable Lightweight Intelligent Management
processor (SLIMpro) to enable flexibility in power management and
enhance security. The dedicated SLIMpro processor uses an I2C
interface to communicate with system sensors and peripherals to
monitor and configure the system attributes, such as supply voltage
and the DRAM refresh rate. It also gathers health status reports,
such as soft error events in the microprocessor’s L1, L2, and L3
caches. Appropriate drivers are used to access the SLIMpro.

X-Gene 2 has three voltage domains, i.e., the Processor Module
Domain (PMD), the System on Chip (SoC) Domain, and the Standby
Power Domain, as shown in Figure 1. These domains can be inde-
pendently regulated to specific voltage levels. This study focuses
on the PMD and the SoC domains. The PMD domain includes four
dual-core processors interconnected via a Central SWitch (CSW).
Each core has private instruction (L1I) and L1D (data) caches, and
every core-pair shares a unified L2 cache. The operating voltage
of all cores in the PMD can only be changed together (we cannot
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Figure 1: X-Gene 2 microprocessor block diagram.

modify the voltage of a core individually) with a granularity step
of 5 mV, beginning from 980 mV. In contrast, we can change the
frequency of each dual-core processor in the PMD. The frequency
for each dual-core processor ranges from 300 MHz to 2.4 GHz,
with a 300 MHz step granularity. The SoC domain contains an L3
cache and DRAM controllers. The voltage of the SoC domain can
be independently scaled downwards, with a granularity of 5 mV
beginning from 950 mV. Table 1 presents the main characteristics
of the microprocessor used in this study.

The X-Gene 2 platform runs CentOS 7.3 with Linux kernel ver-
sion 4.11. We performed experiments using two different frequen-
cies to provide diverse results: 2.4GHz, the highest available fre-
quency, and 900 MHz.

Note that the Dynamic Voltage and Frequency Scaling (DVFS) of
the microprocessor is not enabled during our experiments. DVFS
uses nominal voltage levels for each different frequency. We aim to
keep the clock frequency at a certain level to analyze the SER of
the microprocessor with reduced but safe supply voltages.

Table 1 also provides information regarding the RAS features of
X-Gene 2. All levels of cache memories are protected through parity

Parameter X-Gene 2 Server CPU
ISA Armv8 (AArch64)

Pipeline / CPU Cores 64-bit OoO (4-issue) / 8
Clock Frequency 2.4 GHz

D/I TLBs 20 entries per core (Parity)
Unified L2 TLB 1024 entries per core (Parity)

L1 Instruction Cache 32 KB per core (Parity)

L1 Data Cache 32 KB Write-Through per core
(Parity)

L2 Cache 256 KB Write-Back per pair of cores
(SECDED)

L3 Cache 8 MB Write-Back Shared
(SECDED)

TDP / Technology 35 W / 28 nm
PMD/SoC Nominal Voltage 980 mV / 950 mV

Table 1: X-Gene 2 microprocessor specifications.
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protection (L1 instruction and data caches) or through Single Error
Correction Double Error Detection (SECDED) Error Correction
Codes (ECC) (L2 and L3 caches). This means that if any upset occurs
in these structures (and can be corrected or left uncorrected), it is
logged as an upset attributed to a certain cache level. The behavior
of the hardware error detection and correction schemes used by
the X-Gene 2 is as follows. For SRAM arrays with parity protection
only, when the corrupted entry is detected, it is invalidated. The
next attempted usage of the entry is canceled and restarted, and
a correct new entry is retrieved through the standard cache/TLB-
miss handling mechanisms because of the write-through policy of
these arrays. This means that single-bit upsets (SBUs) in L1 cache
memories are always corrected and do not affect the program’s
execution. On the other hand, the SECDED protected SRAM arrays
(i.e., L2 and L3 caches) detect up to two-bit upsets and correct one
SBU per 64-bit words [33]. Thus, SECDED provides a fine-grained
reporting mechanism since it can also detect multi-bit upsets (i.e.,
reported as “uncorrected errors”).

3.2 Analyzing a 28 nm microprocessor
The analysis we deliver in this paper uses a 28 nm microprocessor
because our special development platform has all the features we
need to control the voltage and observe the effects. To our knowl-
edge, no similar platforms for Arm-based systems are implemented
in newer technology nodes. Moreover, ever since its introduction
in 2011 [1], the 28 nm process technology has been improving
and maturing. The development of advanced semiconductor man-
ufacturing has now reached the 5 nm mass production stage [72].
Nonetheless, there is still significant demand for established, mature
process technologies, such as 28 nm technology nodes [48, 68].

3.3 Benchmarks
In our analysis, we use a popular parallel benchmark suite for
high-performance computing aiming to maximize the utilization
of the multicore CPU of our system: the NAS Parallel Benchmarks
(NPBs) [7]. NPBs are programs designed to evaluate the perfor-
mance of parallel supercomputers. We use six benchmarks (CG,
EP, FT, IS, LU, and MG) from the NAS Parallel Benchmarks (NPBs)
suite [7]. We consider the multicore version of NPBs and perform
experiments using all 8 cores. We use the class A of NPBs to have a
short execution time (< 5 sec), in order to avoid the accumulation
of radiation-induced faults per benchmark run. In other words, we
avoid reproducing in the accelerated radiation environment the
non-realistic case of multiple radiation-induced events (i.e., multiple
soft errors) during the execution of a single benchmark run.

Our preliminary analysis showed that this could be achieved
if the execution time of the benchmarks was less than 5 sec.
More specifically, previous radiation experiments on a 28nm Multi-
Processor System on Chip (MPSoC) showed that its SRAM memory
cross-section is in the range of 10−15𝑐𝑚2/bit [83]. On the other
hand, the flux at TRIUMF Neutron irradiation Facility (TNF) is
∼ 2.5 × 106neutrons/cm2/𝑠 . Therefore, the 28 nm X-Gene 2 micro-
processor chip, which is built on a similar 28 nm process node as
that MPSoC, is expected to experience one memory upset per 4.8
sec during the radiation tests, assuming 10 MB of on-chip SRAM
memory.

3.4 Neutron Beam Experiments
One of the most accurate methods for determining the error rates
of devices and applications is accelerated radiation testing. Since
the entire chip is irradiated, there is no way to contain faults within
a limited set of hardware resources, which is the case in simulation-
based fault injection frameworks. The neutron-induced SER of a
Design Under Test (DUT) can be measured 1) either by exposing
hundreds or thousands of DUTs to natural radiation until adequate
soft errors have been detected to give a confident estimate of the
SER, or 2) by performing accelerated radiation testing to expose
one DUT to high-intensity radiation and collect data in a shorter
period to provide statistically significant results [35]. We follow
the latter approach in this paper. Our accelerated radiation testing
experiments were performed at TRIUMF’s TNF in Canada. The
TNF beam is designed to study Single Event Effects (SEEs) and thus
optimized to extract a neutron spectrum as similar as possible to the
atmospheric neutron reference spectrum defined in JEDEC’s open
standards [35]. Figure 2 shows part of our setup in TRIUMF. To
irradiate the X-Gene 2 microprocessor (i.e., our DUT), we mounted
the server board on a metallic frame, as shown in the right-side
image of Figure 2. We then slid down the frame into the beam zone
through the TNF’s access channel (as shown in the left-side image
of Figure 2).

On the first day of the radiation campaign, we attempted to
conduct the tests by directly placing the DUT in the center of
the beam path. However, the TNF’s beam flux was too intense,
and the DUT was experiencing consecutive system boot failures,
prohibiting the collection of meaningful results. To overcome this
problem and allow the successful execution of the tests, we lowered
the beam flux and, therefore, the radiation-induced failure rate of
the DUT. Specifically, TRIUMF uses activation foil methods on a
yearly basis to estimate the absolute neutron flux in the nominal
5 cm × 12 cm beam spot of the TNF beam [10]. Under typical
conditions with a 100 𝜇𝐴 proton beam current on the neutron
production target, the neutron flux at the test position is in the range
of 2 × 106 to 3 × 106 neutrons/cm2/𝑠 , for neutrons with energies
above 10𝑀𝑒𝑉 , and cannot be reduced due to other operational
constraints of the facility. We raised the DUT up 5-10 cm in the
TNF’s access channel to position it in the halo of the neutron beam
instead of directly in the beam path. This reduced the neutron flux
on the DUT to a level where its failure rate allowed the execution
of the test.

Figure 2: Beam test setup at TRIUMF (left image) and the
X-Gene 2 board (right image) ready for beam testing.
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We performed a relative neutron beam intensity measurement
at the newly defined test position using TRIUMF’s SRAM-based
“golden board” radiation dosimeter [11]. We measured the SEU rate
of the dosimeter in the beam center and compared it with six mea-
surements of the SEU rate at the beam halo test position. We moved
the DUT up and down the access channel between measurements
to account for any mechanical positioning uncertainty at the halo
position, which, unlike the nominal test position, is not defined
using a built-in mechanical stop. We calculated the flux of neutrons
with energies ≥ 10MeV at the halo measurement position from the
ratio of the SEU rate measurements to be 0.60 ± 0.02%, where the
uncertainty quoted is the combination of statistical and position
uncertainty obtained from the combination of the six measure-
ments at the halo position. This uncertainty is small compared to
the uncertainty on the absolute measurement of the TNF neutron
flux, which is on the order of 20% [10]. In a nutshell, we tested
the DUT at room temperature, in which the X-Gene2 operated
in 40-45°C as verified through periodic temperature and power
measurements, with an average neutron flux above 10 MeV of
(2 + 3)/2 × 0.6 × 106 = 1.5 × 106neutrons/cm2/𝑠 . Note that our
experiments are performed in a temperature-aware manner, as we
observed during the offline characterization that the safe 𝑉𝑚𝑖𝑛 was
not affected up to 50 °C.

We should note that there could be a variation in neutron spec-
trum in the beam halo compared to the beam center, and a small
portion of upsets could be attributed to low-energy thermal neu-
trons. However, the thermal neutrons account for only about 15%
of the ≥10 MeV flux for the upstream production targets in the
beamline configuration used.

3.5 Test Sessions
Table 2 summarizes the four test sessions that we performed during
the 64-hour radiation campaign at TNF. As shown in the following
sections, we tested the X-Gene 2 microprocessor chip under nomi-
nal (980 mV) and reduced voltage conditions. As a rule of thumb,
statistically significant results can be obtained with radiation tests
when the total fluence per test session is greater than 1 × 1011
neutrons/cm2 [28] or when 100 or more, radiation-induced events
get accumulated [65]. Test sessions 1 and 2 (see Table 2) lasted
approximately 27 hours, achieving a high fluence (> 1.5 × 1011
neutrons/cm2). Test session 3 finished shorter than sessions 1 and
2 because we accumulated more than 100 events for errors (SDCs,
application and system crashes) and memory upsets. Test session
4 lasted only 165 minutes because the beam time we had reserved
was elapsed. Therefore, the statistical significance of that specific
experiment is not as high as that of the other beam test session
experiments, shown in Table 2.

The fifth row of Table 2 indicates the equivalent period a device
needs to be naturally irradiated with neutrons at NYC sea level to
receive the same amount of fluence we achieved with the acceler-
ated radiation testing. Rows 6 to 9 show an overview of the SDC,
crashes and memory upsets observed in the experiment and the
corresponding error rates, which exhibit an increasing soft error
vulnerability when the device operates at lower voltages. This trend
will be analyzed in detail in the following sections.

Beam test session 1 2 3 4
Voltage Levels (mV) 980 930 920 790
Test duration (minutes) 1651 1618 453 165
Fluence (neutrons/cm2) 1.49E+11 1.46E+11 4.08E+10 1.48E+10
Years of NYC

1.30E+06 1.28E+06 3.58E+05 1.30E+05equivalent radiation
SDCs and crashes (#) 95 97 141 13
SDCs and crashes rate (per min) 5.75E-02 5.99E-02 3.11E-01 7.87E-02
Memory upsets (#) 1669 1743 506 195
Memory upsets rate (per min) 1.011 1.077 1.117 1.182
Memory SER (FIT per MBit) 2.08 2.22 2.30 2.45

Table 2: Neutron Beam Time Sessions at TRIUMF/TNF.

To prove the soundness of the experiment, we compare the ob-
served SER with previously published radiation data for 28 nm
devices. In [83], the authors studied the atmospheric neutron SEEs
on a 28 nm system on chip (SoC) in the nominal voltage and calcu-
lated a total SER of 15 FIT per Mbit at Beijing sea level (in NYC, sea
level is 13.18) for all the tested memories of the chip. The tenth row
of Table 2 shows the SER observed in our experiment, which ranges
between 2.08 and 2.45 FIT per Mbit. This SER is slightly lower than
the one observed in [83]. Their difference can be attributed to the
nature of the benchmarks used in the two experiments. In the afore-
mentioned paper, the authors run a static memory test program
that exhaustively tests the memories for upsets, while in our case,
the benchmarks neither access the memories regularly nor occupy
the entire caches, and thus several upsets are never detected, e.g.,
the affected memory words are not used or overwritten before read.
Thus, it is reasonable that we observe a lower error rate. Note also
that, the error margins in the graphs of the accelerated radiation
results in this paper assume a confidence level of 95%. The error
margins are depicted as error bars, and their absolute numbers are
not shown in the figures as labels.

3.6 Test Flow
Prior to the radiation tests, we extensively characterized the 8-core
X-Gene 2 processor chip as proposed in [57] and [49] to expose the
safe voltage points for each target frequency. The identified safe
𝑉𝑚𝑖𝑛 for each frequency allowed a fault-free execution of all bench-
marks. Therefore, any detected errors during the radiation experiments
are attributed to neutrons and not to the reduced supply voltage of the
processor. After finding the safe𝑉𝑚𝑖𝑛 for each voltage configuration,

X-Gene
Mainboard

X-Gene
Mainboard ATX

600W
PSU

Ethernet SwitchEthernet Switch
RS232(UART) to 

Ethernet

RS232(UART) to 
Ethernet

ResetReset

Symphony
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Ethernet
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Control-PC

ON/OFF

Figure 3: Experimental setup.
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we evaluated the impact of the reduced voltage margins on the
soft error susceptibility of the microprocessor by performing the
following methodology. As shown in Figure 3, a Control-PC located
in the control room orchestrates the experiments of the X-Gene 2
located in the beam room. The Control-PC 1) controls, monitors,
and collects data from the server, and 2) remotely resets/power cy-
cles (turn ON/OFF) the server during an SDC, application crash, or
system crash; in general, in any unexpected behavior. The connec-
tion between the server and the Control-PC is established through
Ethernet and RS-232 serial communication links.

During the experiments, SDCs are detected by comparing the
application output with its golden reference, i.e., the expected out-
put pre-computed in fault-free conditions. Any mismatch between
the experimental and the expected output is marked as an SDC
and logged for post-analysis. Additionally, during execution, the
X-Gene 2 is connected through a network interface to a control
PC to indicate the correct function of the application, as shown
in Figure 3. Application and system crashes are detected through
response timeouts. Specifically, if after a given period, the DUT is
unresponsive, an attempt is made to contact the board and restart
the application. If the attempt is successful, the event is logged as
an application crash (Linux is still running and responding). When
the connection with the server cannot be established, the event is
logged as a system crash.

4 SUSCEPTIBILITY ANALYSIS OF SOFT
ERRORS

In this section, we first explore the behavior of various multi-
threaded workloads to 1) unveil the minimum safe voltage levels so
that all workloads operate reliably under reduced supply voltage,
and 2) analyze and understand their soft error susceptibility on a
low-power microprocessor through accelerated neutron radiation
testing.

4.1 Microprocessor Safe Voltage Levels
This part of the paper focuses on a quantitative analysis of the safe
𝑉𝑚𝑖𝑛 to expose the potential guardbands of the chip, as well as to
quantify what determines the 𝑉𝑚𝑖𝑛 of a multicore application in a
real hardware experiment. The voltage guardband is the difference
between the nominal voltage of the microprocessor and its safe
𝑉𝑚𝑖𝑛 . We experimentally obtained the safe 𝑉𝑚𝑖𝑛 values of six NAS
Parallel benchmarks running on the X-Gene 2 based on the method-
ology defined in [49, 57]. To maintain a high statistical significance

in our experimentation, we ran the entire undervolting experiments
hundreds of times for each benchmark and on each frequency. We
performed our experiments in two different clock frequencies of
the microprocessor chip: 2.4 GHz, the highest available frequency,
and 900 MHz. Note that any changes in voltage levels for a given
clock frequency do not affect the performance, according to our
experiments.

Figure 4 shows the 𝑉𝑚𝑖𝑛 characterization results of the NAS
Parallel Benchmark suite for 2.4 GHz (left graph) and 900MHz (right
graph) clock frequencies. Note that 𝑉𝑚𝑖𝑛 is the lowest safe voltage
setting, where executions complete successfully without errors or
any abnormal behavior. As shown in both graphs of Figure 4, as the
voltage gets reduced (x-axis), the probability of failure (pfail) gets
higher (y-axis). Pfail=100% means that all identical executions failed
to complete. On the other hand, a pfail=10% means that there are
90% chances for an application to execute correctly in that voltage.

In the left graph of Figure 4, we see that 920 mV is the lowest
safe voltage (i.e., 𝑉𝑚𝑖𝑛), in which all benchmarks operate reliably.
Beyond this voltage level, the probability of failure increases grad-
ually until 900 mV (i.e., 20 mV lower than the 𝑉𝑚𝑖𝑛), where the
probability of failure (pfail) is 100%. However, if we change the
frequency to 900 MHz (right graph), we see that the lowest safe
voltage level is 790 mV, and the failure probability period beyond
this level is shorter (i.e., 10 mV) than the 2.4 GHz clock frequency.
Thus, the settings for the PMD domain are 920 mV and 790 mV for
2.4 GHz and 900 MHz clock frequency, respectively. The SoC do-
main is at the nominal conditions (see Table 3), since the frequency
change cannot affect the SoC domain, but only the PMD domain.
The 𝑉𝑚𝑖𝑛 for all benchmarks is the same for each clock frequency.
This is in line with previous studies, which demonstrated that in
multicore executions, the workload variation is negligible for the
safe 𝑉𝑚𝑖𝑛 [49]. In our experiments, we change the voltage levels of
both PMD and SoC domains at the same time. The voltage levels
are within the safe voltage margins and are shown in Table 3.

4.2 SRAM Upsets Rates
We now present the rate of upsets per minute observed in the SRAM
structures of X-Gene 2 during the radiation experiments. Since our
study is based on a commercial chip, and thus the observability
is extremely limited, we leverage the inherent SRAM protection
methods of X-Gene 2 to observe and identify the SRAM upsets.
We employ the Linux EDAC (Error Detection And Correction)
driver [2], which typically collects the error protection notifications
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Figure 4: Probability of Failure (pfail) in all voltage levels from nominal level down to the levels of complete failure for different
frequencies used in this study.
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from the hardware and forwards them to the user through the Linux
dmesg logs. In this way, we report any uncorrected upset error (UE)
or corrected upset error (CE) reported by the microprocessor’s
EDAC mechanisms.

Based on the above mechanisms, we present the rate of upsets
in all protected SRAM arrays of X-Gene 2 at different voltage levels
(nominal and beyond). Figure 5 shows the upsets per minute, i.e.,
the average rate of upsets (SBUs and Multiple-Bit Upsets - MBUs),
consolidated for all SRAM arrays of X-Gene 2 and all six bench-
marks running at 2.4 GHz clock frequency (we will present in the
next subsections the upsets rate for 900 MHz clock frequency). By
reducing the voltage settings beyond nominal conditions (i.e., the
three voltage settings in the x-axis of this graph), we observe that
most of the benchmarks show a clear trend of increased upset rates.
In Figure 5, we show only the SEUs that occur locally in all pro-
tected SRAM arrays, as reported by its hardware detection and
correction mechanisms, i.e., not the potential abnormal behavior
that the neutron beam experiment can introduce to the running
application or the entire system.We present and explain such errors
in the following subsections.

We observe that for some benchmarks, the upsets rate of the
SRAM arrays may increase by up to 40.4% when reducing the
voltage settings of the microprocessor chip. For example, the MG
benchmark at the nominal voltage (i.e., 980 mV) experiences 0.94
upsets/minute. At a safe voltage setting beyond the nominal volt-
age, it experiences 1.02 upsets/minute (i.e., 8.5% increase in the
upsets rate), and at the 𝑉𝑚𝑖𝑛 (i.e., the lowest safe voltage setting)
1.32 upsets/minute (i.e., 40.4% increase in the upsets rate compared
to the nominal voltage). However, there are some cases where the
upsets rate decreases in lower voltages, such as in the CG and
LU benchmarks. The reason for this upset rate reduction is that
all experiments are iteratively executed until we reach 1) approxi-
mately 100 SDCs, application crashes, and system crashes in total,
or 2) at least 1 × 1011neutrons/cm2, as discussed in Section 3.6. CG
benchmark, for example, has an increased number of SDCs in lower
voltage levels; thus, the upsets rate, reported in Figure 5, is shown
lower for lower voltage levels. However, this phenomenon does
not change the trend that lower voltage levels increase the SER of
caches. The right-most (red-colored) bars of Figure 5 show the total
rate of all benchmarks normalized by the execution time for each
voltage level, which reveal that the lower the supply voltage, the
higher the cache memory upsets rate.
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Figure 5: Cache memory upsets per minute for all bench-
marks used in this study at 2.4 GHz.

Frequency PMD Voltage SoC Voltage
Nominal

2.4 GHz
980 mV 950 mV

Safe 930 mV 925 mV
Vmin 920 mV 920 mV
Vmin 900 MHz 790 mV 950 mV

Table 3: Voltage levels used in our experiments.

Observation #1: The upsets rate of the SRAM arrays increases by
10.9% on average when reducing the voltage settings to the safe
𝑉𝑚𝑖𝑛 .

4.3 SRAM Upsets per Cache Level
In this section, we explore the percentage of SRAM upsets for each
cache level and voltage setting independently. Figure 6 shows the
upset rate for each cache level at 2.4 GHz per voltage level and
for each EDAC recovery attempt (i.e., corrected / uncorrected). We
draw two essential observations.

(1) The largest the SRAM structure, the higher the upsets rate.
Figure 6 shows that for the ECC corrected upsets, the L2
cache has a higher recovery rate than the L1 cache, and
the L3 cache has a higher recovery rate than the L2 cache.
On the other hand, uncorrected ECC upsets have only been
observed in L3. The reason is primarily attributed to L3’s
larger memory size; large cache arrays with no memory
interleaving schemes are more vulnerable to Multi-Bit Up-
sets (MBUs) [20]. Note that since the L3 cache is protected
through an SECDED scheme (see Table 1), the reported un-
corrected errors are at least double bit-flips, which can be
detected by SECDED but not corrected.

(2) The lower the supply voltage level, the higher the upsets rate.
This trend is illustrated in Figure 6, which shows the upsets
rate for each cache level and all benchmarks consolidated.

It is essential to stress that both phenomena also hold for different
clock frequency settings, such as the 900 MHz, as shown in Fig-
ure 7. However, Figure 7 shows clearly that the impact of voltage
reduction on the higher cache levels (TLBs, L1, and L2 cache mem-
ories) is more severe in the lower frequency setting (i.e., 900 MHz).
Specifically, we see that in the lower clock frequency setting (i.e.,
Figure 7), the upsets rate of the L1 and the L2 caches is increased by
2.7× and 50%, respectively, compared to the corresponding cache
levels in 920 mV at 2.4 GHz (i.e., Figure 6). The reason is that at 790
mV, both the voltage and the clock frequency of the PMD domain
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Figure 7: Cache memory upsets per minute for each cache
level for 900 MHz clock frequency.

(i.e., the CPU cores) are changed (i.e., to 790 mV and 900 MHz),
but the voltage and the clock frequency of the SoC domain, which
integrates the L3 cache, remain unchanged (see Table 3). Therefore,
due to the lower voltage levels of the PMD domain, the upsets
percentage is higher for L1 and L2 caches in 790 mV than in 920
mV, while for the L3 cache is lower than in 920 mV.

Observation #2: The upsets rate of the SRAM arrays increases as
their size becomes larger, regardless of the voltage settings.

Bit-cell failures in SRAM arrays are classified into two cate-
gories [22]: 1) persistent bit failures, which strongly depend on a
low supply voltage and usually occur due to the Random Dopant
Fluctuations (RDF), and 2) non-persistent bit-upsets, where SRAM
cells exhibit sporadic failing behavior and primarily occur due to
radiation effects. Nevertheless, manufacturing-induced parameter
fluctuations becomemore severe when supply voltage drops beyond
the nominal voltage conditions, resulting in the failure of several
circuits. These fluctuations limit voltage scaling to the minimum
supply voltage (i.e., the safe𝑉𝑚𝑖𝑛) necessary for the microprocessor
chip to operate reliably [22]. For this reason, SRAM bit-cells become
more prone to soft errors, especially to multiple-bit upsets during
ultra-low voltage conditions. In response, prior works have pro-
posed several solutions and strategies which can enable ultra-low
voltage operation of cache memories, primarily due to multiple bit
failures [3, 4, 22, 59, 60, 78, 80].

The X-Gene 2 microprocessor is equipped with a 1) parity protec-
tion scheme for its Translation Lookaside Buffers (TLBs) and its L1
data and instruction caches and 2) SECDED ECC scheme for its L2
and L3 caches. Our experiments demonstrate that these protection
schemes, commonly used in most modern microprocessor chips,
are sufficient for preserving the reliability of SRAM structures on a
low-voltage operation due to soft errors. This aspect is illustrated
in Figure 6 and Figure 7, which show that in all SRAM structures,

neither the corrected nor the uncorrected upsets rates exhibit ex-
treme fluctuations at lower voltage levels. This remark aligns with
previous studies, which show that only a few cache lines experience
single and multiple-bit failures at low voltages [3]. Note that, in
the lower frequency setting (i.e., 900 MHz), the upset rate of the
parity-protected arrays (i.e., TLB and L1 cache) increases signifi-
cantly with respect to 920 mV at 2.4 GHz, as discussed earlier. Still,
these rates are significantly lower than those of the larger arrays
(e.g., L2/L3 cache memories) that are protected through SECDED.

Observation #3: The SRAM upset rates do not exhibit extreme
fluctuations at lower voltage levels for a specific frequency.

Design implication #1: Commonly used error mitigation schemes
(i.e., parity and SECDED) in microprocessor caches can adequately
recover soft errors during increased cache upset rates caused by
supply voltage scaling.

4.4 Application and OS Abnormal Behavior
In the previous subsections, we presented the upset rates of the
microprocessor’s SRAM cache arrays without considering the end-
to-end effects on the software layer and the full system operation
(i.e., the running application and the entire system, including the
operating system). In this section, we explore the radiation effects
on the software layer when reducing the voltage levels beyond the
nominal conditions. Note that since the voltage levels we examine
are all safe voltage settings for all workloads (see details in Section
4.1), any cache upset, SDC or application/system crash should occur
only due to the neutron radiation effects, which is the focus of our
analysis. Figure 8 shows the percentage of abnormal behaviors at
the software layer for each voltage setting at the 2.4 GHz operating
clock frequency. We observe the following:

(1) In a fixed clock frequency (2.4 GHz in our case), the per-
centage of system crashes becomes lower at lower voltages.
The system crashes initially account for 51.6% of the total
abnormal behaviors at the software layer in nominal voltage
conditions. However, at 930 mV, the percentage of system
crashes is reduced to 37.1% (i.e., 28.1% reduction of system
crashes compared to 980 mV). When the voltage is reduced
even more to 920 mV, the percentage of system crashes drops
to only 5.7% (i.e., 89% reduction of system crashes compared
to nominal voltage conditions).

(2) Application crashes (i.e., AppCrash label) follow the same
pattern as the system crashes. Specifically, the application
crashes are reduced in lower voltages at each target clock
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Figure 8: Percentage of abnormal behaviors at the software layer for each voltage setting, independently, for 2.4 GHz clock
frequency.
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frequency. The AppCrash account for 17.9% of the total ab-
normal behaviors at the software layer in nominal voltage
conditions. However, by reducing the voltage to 930 mV, the
percentage of AppCrash drops to 7.2% (i.e., 59.8% reduction
of AppCrash). When the voltage is reduced even more to 920
mV, the percentage of application crashes accounts for only
2.1% of the total errors (i.e., 88.3% reduction of application
crashes compared to nominal voltage conditions).

(3) In contrast, the percentage of SDCs increases at lower volt-
ages. Specifically, SDCs account for 30.5% of the total ab-
normal behaviors at the software layer in nominal voltage
conditions. The SDCs account for 55.7% (i.e., it is increased
by 82.6% compared to 980 mV) when reducing the voltage
settings to 930 mV. However, when the voltage is reduced
even more to 920 mV, the percentage of SDCs significantly
increases to 92.2%. This is a significant observation, shown
for the first time, and combines the impact of a low-voltage
operation on the soft error susceptibility and the generation
of SDCs, which are the most challenging radiation effects.

Observation #4: The probability of an SDC occurrence compared
to AppCrash or SysCrash, when the microprocessor operates at low-
voltage conditions, is 3× larger than in nominal voltage conditions.

5 POWER CONSUMPTION AND
SUSCEPTIBILITY TRADE-OFF

5.1 Power Consumption versus Upsets Rate
This section explores the tradeoff between power consumption and
cache upset rate. Figure 9 shows the tradeoff between power con-
sumption and the soft error susceptibility of caches for all voltage
levels considered in this study and for all clock frequencies (i.e., 2.4
GHz and 900 MHz). Each bar in the graph presents the total power
consumption for both PMD and SoC domains and each voltage set-
ting. The orange line presents the rate of cache upsets per minute
for all benchmarks and voltage settings.

This graph shows the correlation between the advantage of low
power consumption when reducing the supply voltage beyond
nominal conditions and the disadvantage of the high rate of upsets
in the microprocessor’s caches. Assume, for example, the highest
available clock frequency of 2.4 GHz, as shown in Figure 9. The
average power consumption of all six benchmarks used in this
study is 20.40W at the nominal voltage conditions (i.e., 980 mV).
The measured upset rate, which corresponds to the nominal voltage
level, is 1.01 upsets per minute. Keeping the clock frequency at its
highest levels (i.e., 2.4 GHz) and reducing the supply voltage to 930
mV, we see that the average power consumption for both PMD and
SoC domains is 18.63W. This means that for 5.1% voltage reduction
(i.e., from 980 mV to 930 mV), the power consumption is reduced
by 8.7%. However, the upsets per minute are increased from 1.01
to 1.08, which is a 6.9% increase in soft error susceptibility. The
same behavior is also drawn for all voltage levels beyond nominal
conditions.

Observation #5: The power consumption can be significantly
reduced by exploiting the pessimistic voltage margins of modern
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Figure 9: The trade-off between power consumption and the
soft error susceptibility for all voltage levels considered in
this study and for all clock frequencies.

microprocessors. However, the susceptibility to soft errors is also
increased.

Another major observation is that the reduced clock frequency
does not affect significantly the susceptibility of the microprocessor
to soft errors. In the rightmost bar of Figure 9, we can see the mi-
croprocessor’s power consumption when it operates at 790 mV and
reduced clock frequency (i.e., 900 MHz). In this bar, it is clear that
the power consumption is significantly reduced due to the combi-
nation of voltage and clock frequency reduction, compared to the
leftmost configurations of this graph, in which the clock frequency
remains the same. However, the upsets per minute (i.e., the orange
line in Figure 9) is virtually linearly increased compared to all 3
different voltage levels at 2.4 GHz clock frequency. This means that
the susceptibility to soft errors in caches when the microprocessor
operates beyond the nominal voltage conditions is strongly affected
by the voltage levels and is less affected by the frequency changes.
Thus, we attribute the increase of the susceptibility more to the
voltage reduction from 920 mV to 790 mV, and less to the frequency
reduction.

Observation #6: Clock frequency reduction does not affect signifi-
cantly the susceptibility of the microprocessor to soft errors.

5.2 Power Savings versus Susceptibility
In Section 5.1, we explored the correlation between power consump-
tion and the cache’s SER. In this section, we examine the trends
between the reduced supply voltage levels’ power savings and the
caches’ susceptibility to soft errors.

Figure 10 shows the percentage of power savings for each volt-
age level related to the nominal voltage and the maximum clock
frequency (i.e., 980 mV and 2.4 GHz) and the increase of the suscep-
tibility of caches to soft errors with respect to the nominal voltage
and the maximum clock frequency. Both power savings and sus-
ceptibility percentages are average values from all six benchmarks
considered in this study. We observe that for both voltage levels
at 2.4 GHz (i.e., 930 mV and 920 mV), the power savings curve is
increased slower than the susceptibility curve. Specifically, from
930 mV to 920 mV (which accounts for only 1% voltage reduction
difference), the power savings are increased by 26.4% (i.e., from 8.7%
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Figure 10: The correlation between power savings and the
soft error susceptibility for all voltage levels considered in
this study and for all clock frequencies.

to 11.0%), while the susceptibility is increased by 58% (i.e., from
6.9% to 10.9%).

However, when we reduce both the supply voltage and the clock
frequency (i.e., 790 mV and 900 MHz clock frequency), the power
savings are, apparently, extremely high; still, the susceptibility to
soft errors follows the same pattern. Specifically, the susceptibility
is increased by 54.1% (i.e., from 10.9% to 16.8%). As discussed in Sec-
tion 5.1, the reason is that the susceptibility of the microprocessor
to soft errors is strongly affected by the voltage reduction but not by
the clock frequency changes. Note that when reducing the voltage
levels, the performance is not compromised, but when reducing the
clock frequency, the performance reduces as well. This is why in
790 mV at 900 MHz, we have 48.1% power savings; because there is
a reduction in both voltage and frequency and thus, in performance.

Observation #7: The power savings increase at a slower pace than
the susceptibility at 2.4 GHz. However, at 900 MHz the increase in
power savings is higher than the increase in susceptibility.

6 FAILURES IN TIME (FIT) RATES
Apart from the upsets rate for SRAM structures, it is also essential
to demonstrate the impact of each individual voltage level on the
soft error susceptibility of the entire microprocessor chip. In this
section, we present the microprocessor’s FIT rates for a NYC flux
for each individual voltage level.

6.1 Total Microprocessor FIT Rate
This section presents the total FIT rate of the entire microproces-
sor at the system level, running the benchmarks on top of Linux
for our real measurements. Figure 11 shows the total FIT rates of
application and system level errors per voltage level (i.e., 980 mV,
930 mV, and 920 mV) for the target 2.4 GHz clock frequency. The
graph illustrates only detected SDC and application/system crash
errors, since our setup does not incorporate any error mitigation
mechanism at the application and system level to correct errors.
The bars showing the total FIT in Figure 11 are the sum of the indi-
vidual FIT rates of AppCrash, SysCrash, and SDC, independently
for each voltage level. Note that the up arrows in Figures 11 and 12
represent numbers that are outside the y-axis values range and in
these cases, the error bar is not shown.
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Figure 11: Total FIT rate of the entire CPU chip for all voltage
and frequency levels, considered in this study.

We observe that the lower the voltage level, the lower the FIT
rates of both application crashes (i.e., AppCrash) and system crashes
(i.e., SysCrash). On the other hand, the SDC FIT rate is higher for
lower voltages, which is in line with the observations made in
Section 4.4. Specifically, the SDC FIT rate increases from 2.54 to
41.43 at the 𝑉𝑚𝑖𝑛 (i.e., 16.3× increase). However, the total FIT rates
for the entire microprocessor chip are getting higher for lower
voltage levels (i.e., 6.6×).

The number of AppCrash and SysCrash events observed in the
920 mV test session is relatively low (i.e., 3 AppCrashes and 8
SysCrashes), which means that the level of uncertainty of the sta-
tistical results for these failure categories is not negligible. As men-
tioned in Section 3.4, statistical significance results for each test
session in our experiment are achieved when 100 events (SDC,
AppCrash, SysCrash) are observed, or the fluence reaches 1011
neutrons/cm2, whichever comes first. In the case of 920 mV, due to
the increased number of SDCs (130 SDCs were observed in about 7.5
hours), the test session finished earlier before we collected sufficient
AppCrashes and SysCrashes to guarantee statistically significant
results. Thus, we can claim that the level of uncertainty is very
low for the total FIT rate but not for the AppCrash and SysCrash
FIT rates separately. The non-negligible statistical error for the Ap-
pCrash and SysCrash events could explain why the individual FIT
rates for these categories do not follow the total FIT rate increase
at the lower voltage level. Needless to say, we could not have kept
the test session running until we had collected a sufficient number
of events from all failure categories separately due to limited beam
time availability.

Observation #8: The lower the safe voltage is, the higher the FIT
rate of the entire microprocessor chip. Specifically, the FIT rate of
the entire CPU chip can be as high as 54.83 at the lowest safe voltage
level (i.e., 920 mV). Moreover, the SDC FIT rate, at low voltage levels,
is extremely higher than the AppCrash and SysCrash FIT rates.

Several efforts have been recently made to enable hardware op-
eration at sub-nominal voltage levels without affecting the clock
frequency, taking advantage of reduced voltage margins of micro-
processor chips [43, 49]. These studies propose dynamic approaches
for setting up, managing, and controlling the reduced voltage levels
in a context-aware manner, without additional hardware support
or modified application binaries. In this context, cloud providers or
large datacenter companies can use these methodologies in their al-
ready existing infrastructures to reduce their energy footprint with-
out affecting the current performance levels or the high availability
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demands. However, according to these studies, the proposed oper-
ating voltage levels are usually the lowest safe𝑉𝑚𝑖𝑛 (e.g., 920mV in
our case). Our study shows that when the microprocessor operates
at the lowest safe 𝑉𝑚𝑖𝑛 (i.e., 920 mV), the FIT rates are extremely
higher than operating it at 10 mV above 𝑉𝑚𝑖𝑛 (i.e., at 930 mV). As
shown in Figure 11, the total FIT rate at 930mV is slightly increased
from the nominal voltage. However, the total FIT rate increases
rapidly at the lowest safe 𝑉𝑚𝑖𝑛 (i.e., 920 mV).

Design implication #2: Our experimental results suggest that
cloud and datacenter providers should operate the microprocessors
slightly above the lowest safe 𝑉𝑚𝑖𝑛 to reduce the probability of
radiation-induced errors in their systems. An optimal supply volt-
age to save power but not increase SDCs in the case of our target
microprocessor is 930 mV rather than 𝑉𝑚𝑖𝑛 .

Fault injection is widely used to evaluate hardware vulnera-
bility by injecting faults into certain microprocessor structures
and observing their effects on the program’s output. For exam-
ple, simulation-based microarchitecture-level fault injection can be
used to measure the Architectural Vulnerability Factor (i.e., AVF)
metric [42], which expresses the probability of hardware faults cor-
rupting the program output. There is a direct correlation between
the program failure rate, i.e., the FIT or the Mean Time to Failure
(MTTF), and the microprocessor’s AVF and raw FIT rate per bit [18].

To attribute the FIT of a component to its size, the raw FIT per
bit is necessary. Since the size of each hardware structure and the
raw FIT per bit (of the certain technology node) are known a priori
and the microarchitecture-level simulation experiments provide the
AVF, it is feasible to estimate the total FIT of a hardware structure for
each different voltage level. As shown in Figure 10, the percentage
of susceptibility increase of caches (i.e., SRAM arrays) due to soft
errors with respect to the nominal voltage and the maximum clock
frequency can be used along with the raw FIT per bit and the AVF,
to estimate the total FIT of a certain SRAM structure for different
voltage levels.

Design implication #3: The reported cache upset rates can be used
in microarchitecture-level fault injection studies to estimate the
application FIT rates of different microprocessor designs at scaled
supply voltage levels. This can increase design space exploration
parameters and enable microarchitectures that balance between
power savings and dependability at reduced supply voltage levels.
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Figure 12: SDC FIT rates for the entire microprocessor chip,
with and without hardware error notification for all voltage
levels and for the highest clock frequency.

6.2 Correlation of SDC FIT Rate to the
Hardware Errors Notification

SDCs are the most severe class of fault effects in modern CPUs.
Errors brought in by transitory defects may silently corrupt the
results of the computation performed by the impacted devices. An
SDC produced as the result of a single CPU can cascade into a
massive problem in modern large-scale infrastructures [25, 34].
Therefore, it is crucial to study the SDC FIT rates for different
voltage levels separately. By its definition, an SDC occurs without
any indication of the output mismatch in system events or error logs
(i.e., faults in unprotected structures or control logic). However, at
the system-level setup, it is likely for an output mismatch to happen
accompanied by a corrected error notification from a protected
SRAM cache structure. These events rarely occurred during our
accelerated radiation testing experiments in the following unusual
cases: 1) there was a triple-bit upset, and the SECDED scheme
recognized it as a single-bit upset, so it was mistakenly reported
as a corrected error (and ended up generating a corrupted output),
or 2) there were two concurrent events: an error in an unprotected
unit (i.e., there is no report for the error occurrence) along with a
corrected error in a protected unit (i.e., a single-bit upset in the L2
cache), and despite the correction action the output was corrupted.
In both cases, the program output is affected, and therefore we
count these as SDCs in our system-level setup.

Figure 12 shows the SDC FIT rates for the entire microprocessor
chip, with and without a corrected error notification for all voltage
levels and for the highest clock frequency. The hardware error noti-
fication is any notification from the hardware for a corrected event
(e.g., an ECC-corrected upset in the L2 cache). Therefore, under the
case “without error notification” we include the program execu-
tions that finish with an output mismatch, but with no indication
from hardware or any other resource that there has been any error
event (i.e., corrected only).

We observe that in both cases (i.e., w/ and w/o corrected notifi-
cation), the lower the voltage level is, the higher the SDC FIT rate.
However, the SDC FIT rates for all voltage levels are extremely
higher in case of no hardware notification than in the case of some
indication for a corrected event (rare events). This observation, in
conjunction with the previous section that demonstrates the ex-
tremely high SDC FIT rate, strengthens the argument that even
using sophisticated detection and correction schemes (e.g., SECDED
ECC), there is still a small probability for a soft error to result in an
SDC. Previous work shows that even using common ECC methods,
SDCs are unavoidable, especially in large-scale datacenter infras-
tructures [45]. The results of our study confirm this phenomenon
but also demonstrate that it is exacerbated when the supply voltage
decreases, i.e., the probability of a soft error in SRAM structures
resulting in an SDC is significantly increased in lower voltage levels.

Observation #9: The SDC FIT rates for all voltage levels are ex-
tremely higher in case of no hardware notification than in the case
of some indication for a corrected event.

Figure 13 shows the SDC FIT rates for the entire microprocessor
chip with and without hardware error notification for 900 MHz
clock frequency. As we can see, the same behavior also exists in
lower clock frequencies, such as 900 MHz. It is clear by Figure 13
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that the SDC FIT rate is extremely increased in the case without
any hardware notification.

As shown in Figures 12 and 13, there is a high number of SDC
FIT rates due to soft errors. More importantly, as shown in these
figures, the SDC FIT rate is constantly increased at lower voltage
levels. Since SDCs occur without any hardware notification (e.g.,
from parity or ECC), it is very likely that there are several paths in
the core logic (that are not protected by any mechanism), which
become more susceptible to soft errors due to low voltage operation.
To this end, chip designers can take advantage of this observation to
enhance their next-generation designs, for example, by pinpointing
the weakest paths or by adding new protection mechanisms.

Design implication #4: SDCs are probably not caused by upsets
in SRAM structures when the microprocessor operates at a reduced
supply voltage. Thus, computer architects may consider our find-
ings to locate soft errors in those circuit paths causing SDCs due to
radiation effects when the microprocessor operates at low supply
voltage levels.

7 RELATEDWORK
Voltage Margins Characterization & Low-Voltage Opera-
tion. Several characterization studies have been presented for off-
nominal voltage conditions operation of commercial microproces-
sor chips with up to 8 cores (e.g., [5, 6, 40, 41, 57, 71, 74, 87]). Bacha
et al. [5, 6] focused on monitoring the hardware-reported errors in
the caches of an Intel Itanium processor running benchmarks in off-
nominal voltage conditions. Authors in [36, 37, 51, 58, 74] measured
single-core voltage margins in several commercial microprocessor
chips to study not only the pessimistic voltage guardbands of the
chips but also the core-to-core and chip-to-chip variations for single-
core executions. Sasaki et al. [64] studied the prevalence of power
capping when multiple processes in a multicore microprocessor
compete for power, while the power management system attempts
to mitigate the contention by slowing down the processor.

Accelerated Beam Experiments. Particle accelerators have
been used for many years to measure the reliability of devices and
applications [8, 85]. Computing devices’ reliability has a strong
tradition, motivated mainly by their use in safety-critical applica-
tions [23, 47, 67]. Arm Cortex-A9 processors have been exposed
to accelerated particles beam and have been subject to fault injec-
tion experiments. In [24, 30, 44, 63], the authors presented beam
experimental data of Arm Cortex-A9 microprocessors, proposed
hardening solutions, and discussed the impact of the operating
system in the application and device reliability. Authors in [61, 62]
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Figure 13: SDC FIT rates for the entire microprocessor chip,
with and without hardware error notification, for 900 MHz
clock frequency.

presented results on architecture-level fault injection of the pro-
cessor core, while [19] includes a microarchitecture-level fault in-
jection on a Cortex-A. Some preliminary studies have proposed a
comparison or combination of different reliability evaluation tech-
niques [30, 31, 77]. In [18], a first attempt was made to compare
the reliability evaluation of a Cortex-A9 using beam experiments
and microarchitectural fault injection. According to the authors,
for SDCs, the comparison can be very close, but the difference is
significant for caches.

Soft Errors & Supply Voltage Scaling. The authors in [66, 67]
evaluated through alpha and neutron accelerated radiation testing
the cross-section of 500 nm to 180 nm HP Alpha microprocessors
at nominal supply voltage and, in turn, used simulation to extrapo-
late the SER of their SRAM structures for reduced supply voltages
and various clock frequencies. Compared to [66, 67], our study 1)
analyzes both the raw SER of SRAM structures and their effects on
the application and system layer on real hardware under supply
voltage scaling, and 2) targets a modern 28 nm Arm processor.

Chandra and Aitken in [16, 17] performed simulation-based ex-
periments and showed that a 60% reduction in the supply voltage
of 65 nm and 45 nm technologies led to a 78% and 81% reduction of
𝑄𝑐𝑟𝑖𝑡 , respectively. 𝑄𝑐𝑟𝑖𝑡 is defined as the minimum charge needed
to flip the bit stored in a memory cell. Tonfat et al. in [73] performed
neutron radiation experiments in a 45 nm Field Programmable Gate
Array (FPGA) at different supply voltages to measure its SER. The
experimental results showed that an 8% reduction in the supply
voltage might result in a 30% higher raw SER. The authors also
stated that the application-level failure rate might have a varia-
tion of 55% for a voltage variation of 19%. In addition, the authors
highlighted that this reliability degradation is expected to increase
with device miniaturization and technology scaling. Brendler et
al. in [14] explored the soft error impact along with voltage scal-
ing through simulations. They showed that the SER is 61% higher
at near-threshold conditions, demonstrating the need of strong
mitigation strategies to create more reliable circuits.

Wu and Marculescu in [81] proposed a power-aware soft error
hardening framework via selective voltage scaling using dual supply
voltages for combinatorial logic. They also introduced a heuristic
and two refinement techniques for SER reduction. Kastensmidt et
al. in [38] observed how aging and voltage scaling affect the SER in
SRAM-based FPGAs. That work is based on the results of Monte-
Carlo electrical simulations and neutron beam experiments. They
showed that the error rate could increase by more than twice when
taking aging and voltage scaling into account.

All these studies are implemented either on simulations or small
FPGA designs. To our knowledge, there is no previous study on
microprocessors that provides results through accelerated radiation
testing on real hardware with reduced supply voltage.

8 CONCLUSION
In this paper, we presented, for the first time in the literature, a
two-knob evaluation of modern server CPUs operation: the im-
pact of a low-voltage operation on the soft error susceptibility of
modern multicore microprocessors in full-system level execution.
Our analysis on real hardware revealed several important insights
and observations, including: 1) the system and application crashes
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rates decrease while the SDCs rates increase in lower voltage levels,
2) by lowering the supply voltage, the power consumption can
be significantly improved, but the susceptibility to soft errors is
significantly increased, 3) the clock frequency does not affect the
susceptibility of the CPU to soft errors, and 4) the SDCs FIT rate is
significantly increased in lower voltage levels. The data collected
from accelerated beam experiments can be used to predict the fail-
ure rate of the application code running on the microprocessor
under conditions as close as possible to real-world conditions af-
ter full system integration. Our analysis can guide the design of
future CPUs to achieve good trade-off among performance, energy,
and reliability and help architects make better design decisions
when incorporating dynamic voltage scaling and fault-tolerance
techniques.
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